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Abstract

Policy makers view public sector-sponsored employment and training programs and other active
labor market policies as tools for integrating the unemployed and economically disadvantaged into
the work force. Few public sector programs have received such intensive scrutiny, and been
subjected to so many different evaluation strategies. This chapter examines the impacts of active
labor market policies, such as job training, job search assistance, and job subsidies, and the methods
used to evaluate their effectiveness. Previous evaluations of policies in OECD countries indicate that
these programs usually have at best a modest impact on participants’ labor market prospects. But at
the same time, they also indicate that there is considerable heterogeneity in the impact of these
programs. For some groups, a compelling case can be made that these policies generaie high rates of
return, while for other groups these policies have had no impact and may have been harmful. Our
discussion of the methods used to evaluate these policies has more general interest. We believe that
the same issues arise generally in the social sciences and are no easier to address elsewhere. As a
result, a major focus of this chapter is on the methodological lessons learned from evaluating these
programs. One of the most important of these lessons is that there is no inherent method of choice for
conducting program evaluations. The choice between experimental and non-experimental methods
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or among alternative econometric estimators should be guided by the underlying economic models,
the available data, and the questions being addressed. Too much emphasis has been placed on
formulating alternative econometric methods for correcting for selection bias and too little given
to the quality of the underlying data. Although it is expensive, obtaining better data is the only way to
solve the evaluation problem in a convincing way. However, better data are not synonymous with
social experiments. © 1999 Elsevier Science B.V. All rights reserved.

JEL codes: J24; J31; C50; C93; J64

1. Introduction

Public provision of job training, of wage subsidies and of job search assistance is a feature
of the modern welfare state. These activities are cornerstones of European “active labor
market policies”, and have been a feature of US social welfare policy for more than three
decades. Such policies also have been advocated as a way to soften the shocks adminis-
tered to the labor markets of former East Block and Latin economies currently in transition
to market-based systems.

A central characteristic of the modern welfare state is a demand for “objective” knowl-
edge about the effects of various government tax and transfer programs. Different parties
benefit and lose from such programs. Assessments of these benefits and losses often play
critical roles in policy decision-making. Recently, interest in evaluation has been elevated
as many economies with modern welfare states have floundered, and as the costs of
running welfare states have escalated.

This chapter examines the evidence on the effectiveness of welfare state active labor
market policies such as training, job search and job subsidy policies, and the methods used
to obtain the evidence on their effectiveness. Qur methodological discussion of alternative
approaches to evaluating programs has more general interest. Few US government
programs have received such intensive scrutiny, and been subject to so many different
types of evaluation methodologies, as has governmentally-supplied job training. In part,
this is due to the fact that short-run measures of government training programs are more
easily obtained and are more readily accepted. Outcomes such as earnings, employment,
and educational and occupational attainment are all more easily measured than the
outcomes of health and public school education programs. In addition, short-run measures
of the outcomes of training programs are more closely linked to the “treatment” of
training. In public school and health programs, a variety of inputs over the lifecycle
often give rise to measured outcomes. For these programs, attribution of specific effects
to specific causes is more problematic.

A major focus of this chapter is on the general lessons learned from over 30 years of
experience in evaluating government training programs. Most of our lessons come from
American studies because the US government has been much more active in promoting
evaluations than have other governments, and the results from the evaluations are often
used to expand — or contract — government programs. We demonstrate that recent studies
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in Europe indicate that the basic patterns and lessons from the American case apply more
generally.

The two relevant empirical questions in this literature are (i) adjusting for their lower
skills and abilities, do participants in government employment and training programs
benefit from these programs? and (ii) are these programs worthwhile social investments?
As currently constituted, these programs are often ineffective on both counts. For most
groups of participants, the benefits are modest, and at worst participation in government
programs is harmful. Moreover, many programs and initiatives cannot pass a cost-benefit
test. Even when programs are cost effective, they are rarely associated with a large-scale
improvement in skills. But, at the same time, there is substantial heterogeneity in the
impacts of these programs. For some groups these programs appear to generate significant
benefits both to the participants and to society.

We believe that there are two reasons why the private and social gains from these
programs are generally small. First, the per-capita expenditures on participants are usually
small relative to the deficits that these programs are being asked to address. In order for
such interventions to generate large gains they would have to be associated with very large
internal rates of return. Moreover, these returns would have to be larger than what is
estimated for private sector training (Mincer, 1993). Another reason that the gains from
these programs are generally low is that these services are targeted toward relatively
unskilled and less able individuals. Evidence on the complementarity between the returns
to training and skill in the private sector suggests that the returns to training in the public
sector should be relatively low.

We also survey the main methodological lessons learned from thirty years of evaluation
activity conducted mainly in the United States. We have identified eight lessons from the
evaluation literature that we believe should guide practice in the future. First, there are
many parameters of interest in evaluating any program. This multiplicity of parameters
results in part because of the heterogeneous impacts of these programs. As a result of this
heterogeneity, some popular estimators that are well-suited for estimating one set of
parameters are poorly suited for estimating others. The understanding that responses to
the same measured treatment are heterogenous across people, that measured treatments
themselves are heterogeneous, that in many cases people participate in programs based in
part on this heterogeneity and that econometric estimators should allow for this possibility,
is an important insight of the modern literature that challenges traditional approaches to
program evaluation. Because of this heterogeneity, many different parameters are required
to answer the interesting evaluation questions.

Second, there is inherently no method of choice for conducting program evaluations.
The choice of an appropriate estimator should be guided by the economics underlying the
problem, the data that are available or that can be acquired, and the evaluation question
being addressed.

A third lesson from the evaluation literature is that better data help a lot. The data
available to most analysts have been exceedingly crude. Too much has been asked of
econometric methods to remedy the defects of the underlying data. When certain features
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of the data are improved, the evaluation problem becomes much easier. The best solution
to the evaluation problem lies in improving the quality of the data on which evaluations are
conducted and not in the development of formal econometric methods to circumvent
inadequate data.

Fourth, it is important to compare comparable people. Many non-experimental evalua-
tions identify the parameter of interest by comparing observationally different persons
using extrapolations based on inappropriate functional forms imposed to make incompar-
able people comparable. A major advantage of non-parametric methods for solving the
problem of selection bias is that, rigorously applied, they force analysts to compare only
comparable people.

Fifth, evidence that different non-experimental estimators produce different estimates of
the same parameter does not indicate that non-experimental methods cannot address the
underlying self-selection problem in the data. Instead, different estimates obtained from
different estimators simply indicate that different estimators address the selection problem
in different ways and that non-random participation in social programs is an important
problem. Different methods produce the same estimates only if there is no problem of
selection bias.

Sixth, a corolary lesson, derived from lessons three, four and five, is that the message
from Lal.onde’s (1986) influential study of non-experimental estimators has been misun-
derstood. Once analysts define bias clearly, compare comparable people, know a little
about the unemployment histories of trainees and comparison group members, administer
them the same questionnaire and place them in the same local labor market, much of the
bias in using non-experimental methods is attenuated. Variability in estimates across
estimators arises from the fact that different non-experimental estimators solve the selec-
tion problem under different assumptions, and these assumptions are often incompatible
with each other. Only if there is no selection bias would all evaluation estimators identify
the same parameter.

Seventh, three decades of experience with social experimentation have enhanced our
understanding of the benefits and limitations of this approach to program evaluation. Like
all evaluation methods, this method is based on implicit identifying assumptions. Experi-
mental methods estimate the effect of the program compared to no programs at all when
they are used to evaluate the effect of a program for which there are few good substitutes.
They are less effective when evaluating ongoing programs in part because they appear to
disrupt established bureaucratic procedures. The threat of disruption leads local bureau-
crats to oppose their adoption. To the extent that programs are disrupted, the program
evaluated by the method is not the ongoing program that one seeks to evaluate. The
parameter estimated in experimental evaluations is often not likely to be of primary
interest to policy makers and researchers, and under any event has to be more carefully
interpreted than is commonly done in most public policy discussions. However, if there is
no disruption, and the other problems that plague experiments are absent, the evidence
from social experiments provides a benchmark for learning about the performance of
alternative non-experimental methods.
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Eighth, and finally, programs implemented at a national or regional level affect both
participants and non-participants. The current practice in the entire “treatment effect”
literature is to ignore the indirect effects of programs on non-participants by assuming they
are negligible. This practice can produce substantially misleading estimates of program
impacts if indirect effects are substantial. To account for the impacts of programs on both
participants and non-participants, general equilibrium frameworks are required when
programs substantially impact the economy.

The remainder of the chapter is organized as follows. In Section 2, we distinguish
among several types of active labor market policies and describe the types of employment
and training services offered both in the US and in Europe, their approximate costs, and
their intended effects. We introduce the evaluation problem in Section 3. We discuss the
importance of heterogeneity in the response to treatment for defining counterfactuals of
interest. We consider what economic questions the most widely used counterfactuals
answer. In Section 4, we present three prototypical solutions to the evaluation problem
cast in terms of mean impacts. These prototypes are generalized throughout the rest of this
chapter, but the three basic principles introduced in this section underlie all approaches to
program evaluation when the parameters of interest are means or conditional means. In
Section 5, we present conditions under which social experiments solve the evaluation
problem and assess the effectiveness of social experiments as a tool for evaluating employ-
ment and training programs. In Section 6, we outline two prototypical models of program
participation and outcomes that represent the earliest and the latest thinking in the litera-
ture. We demonstrate the implications of these decision rules for the choice of an econo-
metric evaluation estimator. We discuss the empirical evidence on the determinants of
participation in government training programs.

The econometric models used to evaluate the impact of training programs in non-
experimental settings are described in Section 7. The interplay between the economics
of program participation and the choice of an appropriate evaluation estimator is stressed.
In Section 8, we discuss some of the lessons learned from implementing various
approaches to evaluation. Included in this section are the results of a simulation analysis
based on the empirical model of Ashenfelter and Card (1985), where we demonstrate the
sensitivity of the performance of alternative estimators to assumptions about heterogeneity
in impacts among persons and to other data generating processes of the underlying econo-
metric model. We also reexamine Lal.onde’s (1986) evidence on the performance of non-
experimental estimators and reinterpret the main lessons from his study.

Section 9 discusses the problems that arise in using microeconomic methods to evaluate
programs with macroeconomic consequences. A striking example of the problems that can
arise from this practice is provided. Two empirically operational general equilibrium
frameworks are presented, and the lessons from applying them in practice are summarized.
Section 10 surveys the findings from the non-experimental literature, and contrasts them
with those from experimental evaluations. We conclude in Section 11 by surveying the
main methodological lessons learned from the program evaluation literature on job train-

mng.
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2, Public job training and active labor market policies

Many government policies affect employment and wages. The “active labor market”
policies we analyze have two important features that distinguish them from general poli-
cies, such as income taxes, that also affect the labor market. First, they are targeted toward
the unemployed or toward those with low skills or little work experience who have
completed (usually at a low level) their formal schooling. Second, the policies are
aimed at promoting employment and/or wage growth among this population, rather
than just providing income support.

Table 1 describes the set of policies we consider. This set includes: (a) classroom
training (CT) consisting of basic education to remedy deficiencies in general skills or
vocational training to provide the skills necessary for particular jobs; (b) subsidized
employment with public or private employers (WE), which includes public service

Table 1
A classification of government employment and training programs

Classroom training
Basic education

Classroom training in
occupational skills

Wage and employment subsidies
Wage and employment subsidies
to private firms

Temporary work experience in

the public or non-profit sector
Public service employment

On-the-job training

Job search assistance
Employment service

Job readiness training

Job search training and subsidies

Provides remedial general education, usually with the goal of
high school certification

Provides general skills for a specific occupation or industry;
duration usually less than 17 weeks

Provides payments to firms, either as a lump sum per employee
or as a fraction of employee wages, for hiring new workers;
usually targeted at specific groups

Provides general work skills to youth and economically
disadvantaged persons with little past employment

Provides temporary public sector jobs to the unemployed,
especially the longterm unemployed

Provides subsidies to employers to hire and frain members of
specific groups; when subsidy ends after 3—12 months, the
employer may retain the trainee as a regular employee; training
content varies from little to some; sometimes coordinated with
classroom training

Provides information on job vacancies and assists in matching
workers to jobs

Provides career counseling, assessment and testing to determine
job readiness and to indicate appropriate scarch strategies; may
also recommend training

Provides counseling, instruction in job scarch skills and resume
preparation, job clubs, and resources such as job listings and free
phones to call employers
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employment (wholly subsidized temporary government jobs) and work experience (subsi-
dized entry-level jobs at public or non-profit employers designed to introduce young
people to the world of work) as well as wage supplements and fixed payments to private
firms for hiring new workers; (c) subsidies to private firms for the provision of on-the-job
training (OJT); (d) training in how to obtain a job; and (e) in-kind subsidies to job search
such as referrals to employers and free access to job listings. Policies (d) and (e) fall under
the general heading of job search assistance (JSA), which also includes the job matching
services provided by the US Employment Service and similar agencies in other countries.

As we argue in more detail below, distinguishing the types of training provided is
important for two reasons. First, different types of training often imply different economic
models of training participation and impact and therefore different econometric estimation
strategies. Second, because most existing training programs provide a mix of these
services, heterogeneity in the impact of training becomes an important practical concern.
As we show 1n Section 7, this heterogeneity has important implications for the choice of
econometric methods for evaluating active labor market policies.

We do not analyze privately supplied job training despite its greater quantitative impor-
tance to modern economies {see Mincer, 1962, 1993; Heckman et al., 1997b). For exam-
ple, in the United States, Mincer has estimated that such training amounts to
approximately 4-5% of GDP, annually. Despite the magnitude of this investment there
are surprisingly few publicly available studies of the returns to private job training, and
many of those that are available do not control convincingly for the non-random allocation
of training among private sector workers. Governments demand publicly justified evalua-
tions of training programs while private firms, to the extent that they formally evaluate
their training programs, keep their findings to themselves. An emphasis on objective
publicly accessible evaluations is a distinctive feature of the modern welfare state, espe-
cially in an era of limited funds and public demands for accountability.

Table 2 presents the amount spent on active labor market policies by a number of OECD
countries. Most OECD countries provide some mix of the employment and training
services described in Table 1. Differences among countries include the relative emphasis
on each type of service, the particular populations targeted for service, the total resources
spent on the programs, how resources are allocated among programs and the extent to
which employment and training services are integrated with other programs such as
unemployment insurance or social assistance. In addition, although the programs we
study are funded by governments, they are not always conducted by governments, espe-
cially in the US and the UK. In decentralized training systems, private firms and local
organizations play an important role in providing employment and training services.

Table 2 reveals that many OECD countries spend substantial sums on active labor
market policies. In nearly all countries, total expenditures are more than one-third of
total expenditures on unemployment benefits, and some countries’ expenditures on active
labor market policies exceed those on unemployment benefits. Usually only a fraction of
these expenditures are for CT. Further, even in countries that emphasize classroom train-
ing, governments spend substantial sums on other active labor market policies. Denmark
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spends 1% of its GDP on CT for adults, the most of any OECD country. However, this
expenditure amounts to only 40% of its total spending on active labor market programs.
Only in Canada is the fraction spent on CT larger. At the opposite extreme, Japan and the
US spend only 0.03% and 0.04% of their GDP, respectively, on CT. However, as the table
shows, these two countries also spend the smallest share of GDP on active labor market
policies.

The low percentage of GDP spent on active labor market programs in the US has led
some researchers to comment on the irony that despite these low expenditures, US
programs have been evaluated more extensively and over a longer period of time than
programs elsewhere (Haveman and Saks, 1985; Bjorklund, 1993). Indeed, much of what is
known about the impacts of these programs and many of the methodological develop-
ments associated with evaluating them come from US evaluations.'

We now consider in detail each type of employment and training service in Table 1.
This discussion motivates the consideration of alternative economic models of program
participation and impact in Sections 6 and 7, and our focus on heterogeneity in program
impacts. It also provides a context for the empirical literature on the impact of these
programs that we review in Section 10.

The first category listed in Table 1 is classroom training. In many countries, CT repre-
sents the largest fraction of government expenditures on active labor market poticy, and
most of that expenditure is devoted to vocational training. Even in the US, where remedial
programs aimed at high school dropouts and other low-skill individuals play a larger role
than elsewhere, most CT programs provide vocational training. By design, most CT
programs in the OECD are of limited duration. For example in Denmark, CT typically
lasts 2—4 weeks (Jensen et al., 1993) while in Sweden a duration of 4 months and in the
United Kingdom and the United States 3 months is more typical. Per capita expenditures
on such training vary substantially, with a training slot costing approximately $7500 in
Sweden and between $2000 and $3000 in the United States.” The Swedish figures include
stipends for participants while the US figures do not.

An important difference among OECD countries that provide CT is the extent to which
the training is relatively standardized and therefore less tailored to the requircments of
firms or the market in general. In the 1980s and early 1990s, the Nordic countries usually
provided CT in government training centers that used standardized materials and teaching
methods. However, the emphasis has shifted recently, especially in Sweden, toward
decentralized and firm-based training. In the United Kingdom and the US, the provision
of CT is highly decentralized and its content depends on the choices made by local

' However, the level of total expenditure in the US is still quite large. Relative total expenditures on active
labor market policies can be inferred from Table 2 using the relative sizes of each economy compared with the
US. For example, the German economy is somewhat less than one-fourth the size of the US economy, and the
French, Italian and British economies are approximately one-sixth the size of the US economy. Accordingly,
training expenditures are somewhat greater in Germany and France, about the same in Italy, and less in the United
Kingdom than in the US (see OECD, 1996, Table 1.1, p. 2).

* Unless otherwise indicated all monetary uaits are expressed in 1997 US dollars.
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councils of business, political, and labor leaders. The local councils receive funding from
the federal government and then subcontract for CT with private vocational and proprie-
tary schools and local community colleges. Due to this highly decentralized structure, both
participant characteristics and training content can vary substantially among locales,
which suggests that the impact of training is likely to vary substantially across individuals
in evaluations of such programs.

The second category of services listed in Table 1 is wage and employment subsidies.
This category encompasses several different specific services which we group together due
to their analytic similarity. The simplest example of this type of policy provides subsidies
to private firms for hiring workers in particular groups. These subsidies may take the form
of a fixed amount for each new employee hired or some fraction of the employee’s wage
for a period of time. In the US, the Targeted Jobs Tax Credit is an example of this type of
program. Heckman et al. (1997b) discuss the empirical evidence on the effectiveness of
wage and employment subsidies in greater detail.

Temporary work experience (WE) usually targets low-skilled youth or adults with poor
employment histories and provides them with a job lasting 3—-12 months in the public or
non-profit sector. The idea of these programs is to ease the transition of these groups into
regular jobs, by helping them learn about the world of work and develop good work habits.
Such programs constitute a very small proportion of US training initiatives, but substantial
fractions of services provided to youth in countries such as France (TUC) and the United
Kingdom (Community Programmes). In public sector employment (PSE) programs,
governments create temporary public sector jobs. These jobs usually require some amount
of skill and are aimed at unemployed adults with recent work experience rather than youth
or the disadvantaged. Except for a brief period during the late 1970s, they have not been
used in the United States since the Depression era. However, they have been and remain an
important component of active labor market policy in several European countries.

The third category in Table 1 is subsidized on-the-job training at private firms. The goal
of subsidized OJT programs is to induce employers to provide job-relevant skills, includ-
ing firm-specific skills, to disadvantaged workers. In the US, employers receive a 50%
wage subsidy for up to 6 months; in the UK employers receive a lump sum per week
(O’Higgins, 1994). Although evidence is limited and firm training is difficult to measure,
there is a widespread view that these programs in fact provide little training, even informal
on-the-job training, and are better characterized as work experience or wage subsidy
programs (e.g., Breen, 1988; Hutchinson and Church, 1989).” Survey responses by
employers who have hired or sponsored OJT trainees suggest that they value the program
for its help in reducing the costs associated with hiring and retaining suitable employees
more than for the opportunity to increase the skills of new workers (Begg et al., 1991).

* The provision of subsidized OJT is particularly hard to monitor both because on-the-job training has proven
difficult to measure with survey methods (Barron et al., 1997) and because trainees often do not perceive that they
have been treated any ditferently than their co-workers who are not subsidized. In fact, both groups may have
received substantial amounts of informal on-the~job training. For evidence of the importance of informal on-the-
job training in the US, see Barron et al. (1989).
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For purposes of evaluation, it is almost always impossible to distinguish those OJT
experiences from which new skills were acquired from those that amounted to work experi-
ence or wage subsidy without a training component. In addition, because OJT is provided by
individual employers, this indeterminacy is not simply a program-specific feature, but holds
among individuals within the same program. Consequently, OJT programs will likely have
heterogeneous effects, and the impact, if any, of these programs will result from some
combination of learning by doing, the usual training provided by the firm to new workers,
and incremental training beyond that provided to unsubsidized workers.

The fourth category of services in Table 1 is job search assistance. The purpose of these
services 1s to facilitate the matching process between workers and firms both by reducing
time unemployed and by increasing match quality. The programs are usually operated by
the national or local employment service, but sometimes may be subcontracted out to third
parties. Included under this category are direct placement in vacant jobs, employer refer-
rals, in-kind subsidies to search such as free access to job listings and telephones for
contacting employers, career counseling, and instruction in job search skills. The last of
these, which often includes instruction in general social skills, was developed in the US,
but is now used in the UK, Sweden, and recently France (Bjorklund and Regner, 1996, p.
24). In recent years, JSA has become more popular due to its low cost, usually just a few
hundred dollars per participant, and relatively solid record of performance (which we
discuss in detail in Section 10).

To conclude this section, we discuss five features of employment and training programs
that should be kept in mind when evaluating them. First, as the operation of these programs
has become more decentralized in OECD countries, differences have emerged between
how these programs were designed and how they are implemented (Hollister and Freed-
man, 1988). Actual practice can deviate substantially from explicit written policy.* There-
fore, the evaluator must be careful to characterize the program as implemented when
assessing 1ts impacts.

Second, participants cften receive services from more than one category in Table 1. For
example, classroom training in vocational skills might be followed by job search assistance.
In the UK, the Youth Training Scheme (now Youth Training) was explicitly designed to
combine QJT with 13 weeks of CT. Some expensive programs combine several of the
services listed in Table 1 into a single package. For example, in the US the Job Corps
program for youth combines classroom training with work experience and job search
assistance in a residential setting at a current cost of around $19,000 per participant.
Many available survey datasets do not identify all the services received by a participant.
In this case, the practice of combining together various types of training, particularly when
combinations are tailored to the needs of individual trainees as in the US JTPA program,
constitutes another source of heterogeneity in the impact of training. Even when adminis-
trative data are available that identify the services received, isolating the impact of particular

* For example, see Breen (1988) and Hollister and Freedman (1990) describing the implementation of WEP in
Ireland and Hollister and Freedman (1990) and Leigh (1995) describing the implementation of JTPA in the
United States.
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individual services often proves difficult or impossible in practice due to the small samples
receiving particular combinations of services or due to difficulties in determining the
process by which individuals come to receive particular service combinations.

Third, certain features of active labor market programs affect individuals’ decisions to
participate in training. In some countries, such as Sweden and the United Kingdom,
participation in training is a condition for receiving unemployment benefits rather than
less generous social assistance payments. In the US, participation is sometimes required by
a court order in lieu of alternative punishment.

Fourth, program administrators often have considerable discretion over whom they
admit into government training programs. This discretion results from the fact that the
number of applicants often exceeds the number of available training positions. It has long
been a feature of US programs, but also has characterized programs in Austria, Denmark,
Germany, Norway, and the United Kingdom (Westergard-Nielsen, 1993; Bjorklund and
Regner, 1996; Kraus et al., 1997). Consequently, when modeling participation in training,
it may be important to account for not only individual incentives, but also those of the
program operators. In Section 6, we discuss the incentives facing program operators and
how they affect the characteristics of participants in government training programs.

Finally, the different types of services require different economic models of program
participation and impact. For example, the standard human capital model captures the
essence of individual decisions to invest in vocational skills (CT). It provides little
guidance to behavior regarding job search assistance or wage subsidies. In Section 6 we
present economic models that describe participation in alterative programs and discuss
their implications for evaluation research.

3. The evaluation problem and the parameters of interest in evaluating social
programs

3.1. The evaluation problem

Constructing counterfactuals is the central problem in the literature on evaluating social
programs. In the simplest form of the evaluation problem, persons are imagined as being
able to occupy one of two mutually exclusive states: “0” for the untreated state and “1”
for the treated state, where D = 1 denotes treatment and D = 0 denotes non-treatment.
Treatment is associated with participation in the program being evaluated.” Associated
with each state is an outcome, or set of outcomes. It is easiest to think of each state as
consisting of only a single outcome measure, such as earnings, but just as easily, we can
use the framework to model vectors of outcomes such as earnings, employment and

% In this chapter, we only consider a two potential state mode! in order to focus on the main ideas. Heckman
{1998a) develops a multiple state model of potential cutcomes for a large number of mutually exclusive states,
The basic ideas in his work are captured in the two outcome models we present here.
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participation in welfare programs. In the models presented in Section 6, we study an entire
vector of earnings or employment at each age that result from program participation.

We can express these outcomes as a function of conditioning variables, X. Denote the
potential outcomes by ¥, and ¥, corresponding to the untreated and treated states. Each
person has a (YY) pair. Assuming that means exist, we may write the (vector) of
outcomes in each state as

Yo = po(X) + Uy, (3.1a)

Y = mX) + U, (3.1b)

where B(Yy | X) = po(X) and E(Y; | X) = p(X). To simplify the notation, we keep the
conditioning on X implicit unless it serves to clarify the exposition by making it explicit.
The potential outcome actually realized depends on decisions made by individuals, firms,
families or government bureaucrats. This model of potential outcomes is variously attrib-
uted to Fisher (1935), Neyman (1935), Roy (1951), Quandt (1972, 1988) or Rubin (1974).

To focus on main ideas, throughout most of this chapter we assume E(U; | X) =
E(Uy | X) = 0, although as we note at several places in this paper, this is not strictly
required. These conditions do not imply that E(U, — U, | X, D = 1) = 0. D may depend
on U}, Uyor U; — Uy and X. For many of the estimators that we consider in this chapter we
allow for the more general case

Yo = go(X) + Uy, Y, =g,(X)+ U,

where E(U; | X) # 0 and E(U; | X} # 0. Then uy(X) = go(X) + E(U, | X) and u,(X) =
g((X) + B(U, | X).° Thus X is not necessarily exogenous in the ordinary econometric
usage of that term.

Note also that ¥ may be a vector of outcomes or a time series of potential outcomes:
(YY1, fort = 1,..., T, on the same type of variable. We will encounter the latter case
when we analyze panel data on outcomes. In this case, there is usually a companion set of
X variables which we will sometimes assume to be strictly exogenous in the conventional
cconometric meaning of that term: E(U/,, | X) = 0, E(U,, | X} = 0 where X = (X, ..., Xy).
In defining a sequence of “treatment on the treated” parameters, E(Y,, — Yy, | X, D = 1),
t=1,...,7, this assumption allows us to abstract from any dependence between Uy, Uy,
and X. It excludes differences in U;, and U, arising from X dependence and allows us to
focus on differences in outcomes solely attributable to D. While convenient, this assump-
tion is overly strong.

However, we stress that the exogeneity assumption in either cross-section or panel
contexts is only a matter of convenience and is not strictly required. What is required
for an interpretable definition of the “treatment on the treated” parameter is avoiding
conditioning on X variables caused by D even holding YP = (Yo, Y1)),....(Yor Y1) fixed

SFor example, an exogeneity assumption is not required when using social experiments to identity
E(Y, -~ %X, D=1.
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where ¥* is the vector of potential outcomes. More precisely, we require that for the
conditional density of the data

fXI DYy =fXx |V,

i.e., we require that the realization of [ does not determine X given the vector of potential
outcomes. Otherwise, the parameter E(Y, — Y, | X, D = 1) does not capture the full effect
of treatment on the treated as it operates through all channels and certain other technical
problems discussed in Heckman (1998a) arise. In order to obtain E(Y|, — ¥y, | X, D = 1)
defined on subsets of X, say X,, simply integrate out E(Y;, — ¥y, | X, D) against the density
fiX. | D= 1) where X, is the portion of X notin X, : X = (X, X).

Note, finally, that the choice of a base state “0” is arbitrary. Clearly the roles of “0” and
“1” can be reversed. In the case of human capital investments, there is a natural base state.
But for many other evaluation problems the choice of a base is arbitrary. Assumptions
appropriate for one choice of “0” and “1” need not carry over to the opposite choice. With
this cautionary note in mind, we proceed as if a well-defined base state exists.

In many problems it is convenient to think of “0” as a benchmark “no treatment ” state.
The gain to the individual of moving from “0” to “1” is given by

If one could observe both Y, and ¥, for the same person at the same time, the gain A would
be known for each person. The fundamental evaluation problem arises because we do not
know both coordinates of (¥,¥;) and hence A for anybody. All approaches to solving this
problem attempt to estimate the missing data. These attempts to solve the evaluation
problem differ in the assumptions they make about how the missing data are related to
the available data, and what data are available. Most approaches to evaluation in the social
sciences accept the impossibility of constructing A for anyone. Instead, the evaluation
problem is redefined from the individual level to the population level to estimate the mean
of A, or some other aspect of the distribution of A, for various populations of interest. The
question becomes what features of the distribution of A should be of interest and for what
populations should it be defined?

3.2. The counterfactuals of interest

There are many possible counterfactuals of interest for evaluating a social program. One
might like to compare the state of the world in the presence of the program to the state of
the world if the program were operated in a different way, or to the state of the world if the
program did not exist at all, or to the state of the world if alternative programs were used to
replace the present program. A full evaluation entails an enumeration of all outcomes of
interest for all persons both in the current state of the world and in all the alternative states
of interest, and a mechanism for valuing the outcomes 1n the different states.

Outcomes of interest in program evaluations include the direct benefits received, the
level of behavioral variables for participants and non-participants and the payments for the
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program, for both participants and non-participants, including taxes levied to finance a
publicly provided program. These measures would be displayed for each individual in the
economy to characterize each state of the world.

In a Robinson Crusoe economy, participation in a program is a well-defined event. In a
modern economy, almost everyone participates in each social program either directly or
indirectly. A training program affects more than the trainees. It also affects the persons with
whom the trainees compete in the labor market, the firms that hire them and the taxpayers
who finance the program. The impact of the program depends on the number and composi-
tion of the trainees. Participation in a program does not mean the same thing for all people.

The traditional evaluation literature usually defines the effect of participation to be the
effect of the program on participants explicitly enrolled in the program. These are the
Direct Effects. They exclude the effects of a program that do not flow from direct parti-
cipation, known as the Indirect Effects. This distinction appears in the pioneering work of
H.G. Lewis on measuring union relative wage effects (Lewis, 1963). His insights apply
more generally to all evaluation problems in social settings.

There may be indirect effects for both participants and non-participants. Thus a parti-
cipant may pay taxes to support the program just as persons who do not participate may
also pay taxes. A firm may be an indirect beneficiary of the lower wages resulting from an
expansion of the trained workforce. The conventional econometric and statistical literature
ignores the indirect effects of programs and equates “treatment” outcomes with the direct
outcome Y; in the program state and “no treatment” with the direct outcome Y; in the no
program state.

Determining all outcomes in all states is not enough to evaluate a program. Another
aspect of the evaluation problem is the valuation of the outcomes. In a democratic society,
aggregation of the evaluations and the outcomes in a form useful for social deliberations
also is required. Different persons may value the same state of the world differently even if
they experience the same “objective” outcomes and pay the same taxes. Preferences may
be interdependent. Redistributive programs exist, in part, because of altruistic or paterna-
listic preferences. Persons may value the outcomes of other persons either positively or
negatively. Only if one person’s preferences are dominant (the idealized case of a social
planner with a social welfare function) is there a unique evaluation of the outcomes
associated with each posstble state from each possibie program.

The traditional program evaluation literature assumes that the valuation of the direct
effects of the program boils down to the effect of the program on GDP. This assumption
ignores the important point that different persons value the same outcomes differently and
that the democratic political process often entails coalitions of persons who value
outcomes in different ways. Both efficiency and equity considerations may receive differ-
ent weights from different groups. Different mechanisms for aggregating evaluations and
resolving social conflicts exist in different societies. Different types of information are
required to evaluate a program under different modes of social decision making.

Both for pragmatic and pelitical reasons, government social planners, statisticians or
policy makers may value objective output measures differently than the persons or institu-
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tions being evaluated. The classic example is the value of non-market time (Greenberg,
1997). Traditional program evaluations exclude such valuations largely because of the
difficulty of imputing the value and quantity of non-market time. By doing this, however,
these evaluations value labor supply in the market sector at the market wage, but value
labor supply in the non-market sector at a zero wage. By contrast, individuals value labor
supply in the non-market sector at their reservation wage. In this example, two different
sets of preferences value the same outcomes differently. In evaluating a social program in
a society that places weight on individual preferences, it is appropriate to recognize
personal evaluations and that the same outcome may be valued in different ways by
different social actors.

Programs that embody redistributive objectives inherently involve different groups.
Even if the taxpayers and the recipients of the benefits of a program have the same prefer-
ences, their valuations of a program will, in general, differ. Altruistic considerations often
motivate such programs. These often entail private valuations of distributions of program
impacts — how much recipients gain over what they would experience in the absence of the
program (see Heckman and Smith, 1993, 1995, 1998a; Heckman et al., 1997c¢).

Answers to many important evaluation questions require knowledge of the distribution
of program gains especially for programs that have a redistributive objective or programs
for which altruistic motivations play a role in motivating the existence of the program. Let
D =1 denote direct participation in the program and D = 0 denote direct non-participa-
tion. To simplify the argument in this section, ignore any indirect effects. From the
standpoint of a detached observer of a social program who takes the base state values
(denoted “07) as those that would prevail in the absence of the program, it is of interest to
know, among other things,

(A) the proportion of people taking the program who benefit from it:

PriY, > Y, | D=1)=P(A>0]|D=1)
(B) the proportion of the total population benefiting from the program:
PrY; > Y, | D=1DP(D=1)=Pr(A> 0| D= DPr(D=1),
(C) selected quantiles of the impact distribution:
igf{A:F(AID: 1) > g},
where ¢ is a quantile of the distribution and “inf” is the smallest attainable value of

A that satisfies the condition stated in the braces;
(D) the distribution of gains at selected base state values:

FA| D= 1Y, =y

(E) the increase in the proportion of outcomes above a certain threshold v due to a
policy:
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Measure (A) is of interest in determining how widely program gains are distributed
among participants. Participants in the political process with preferences over distributions
of program outcomes would be unlikely to assign the same weight to two programs with
the same mean outcome, one of which produced favorable outcomes for only a few
persons while the other distributed gains more broadly. When considering a program, it
is of interest to determine the proportion of participants who are harmed as a result of
program participation, indicated by Pr(¥Y| < ¥, [ D = 1). Negative mean impact results
might be acceptable if most participants gain from the program. These features of the
outcome distribution are likely to be of interest to evaluators even if the persons studied do
not know their ¥, and Y; values in advance of participating in the program.

Measure (B) is the proportion of the entire population that benefits from the program,
assuming that the costs of financing the program are broadly distributed and are not
perceived to be related to the specific program being evaluated. If voters have correct
expectations about the joint distribution of outcomes, it is of interest to politicians to
determine how widely program benefits are distributed. At the same time, large program
gains received by a few persons may make it easier to organize interest groups in support
of a program than if the same gains are distributed more widely.

Evaluators interested in the distribution of program benefits would be interested in
measure (C). Evaluators who take a special interest in the impact of a program on reci-
pients in the lower tail of the base state distribution would find measure (D) of interest. It
reveals how the distribution of gains depends on the base state for participants. Measure
(E) provides the answer to the question “does the distribution of outcomes for the parti-
cipants dominate the distribution of outcomes if they did not participate?” (see Heckman
et al., 1997c; Heckman and Smith, 1998a). Expanding the scope of the discussion to
evaluate the indirect effects of the program makes it more likely that estimating distribu-
tional 1mpacts plays an important part in conducting program evaluations.

3.3. The counterfactuals most commonly estimated in the literature

The evaluation problem in its most general form for distributions of outcomes is formid-
able and is not considered in depth either in this chapter or in the literature (Heckman et
al., 1997¢; Heckman and Smith, 1998a, consider identification and estimation of countes-
factual distributions). Instead, in this chapter we focus on counterfactual means, and
consider a form of the problem in which analysts have access to information on persons
who are in one state or the other at any time, and for certain time periods there are some
persons in both states, but there 1s no information on any single person who is in both
states at the same time. As discussed in Heckman (1998a) and Heckman and Smith
(1998a), a crucial assumption in the traditional evaluation literature is that the no treat-
ment state approximates the no program state. This would be true if indirect effects are
negligible.

Most of the empirical work in the literature on evaluating government training programs
focuses on means and in particular on one mean counterfactual: the mean direct effect of
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treatment on those who take treatment. The transition from the individual to the group
level counterfactual recognizes the inherent impossibility of observing the same person in
both states at the same time. By dealing with aggregates, rather than individuals, it is
sometimes possible to estimate group impact measures even though 1t may be impossible
to measure the impacts of a program on any particular individual. To see this point more
formally, consider the switching regression model with two regimes denoted by “1” and
“0” (Quandt, 1972). The observed outcome Y is given by

Y = DY, + (1 — D)Y,. (3.3)

When D = 1 we observe Y;; when D = 0 we observe Y,

To cast the foregoing model in a more familiar-looking form, and to distinguish it from
conventional regression models, express the means in (3.1a) and (3.1b) in more familiar
linear regression form:

EY [ X) = w(X)=XB;,  j=0,1

With these expressions, substitute from (3.1a) and (3.1b) into (3.3) to obtain

Y = D(y(X) + Uy) + (I = DYpolX) + Up).

Rewriting,

Y = po(X) + D(py (X) — po(X) + Uy — Up) + U,

Using the linear regression representation, we obtain

Y =XBy + DX(By — Bp) + Uy — Uy + Uy (3.4)

Observe that from the definition of a conditional mean, E(U; | X) = 0 and E(U, | X) = 0.

The parameter most commonly invoked in the program evaluation literature, although
not the one actually estimated in social experiments or in most non-experimental evalua-
tions, 1s the effect of randomly picking a person with characteristics X and moving that
person from “0” to “17:

In terms of the switching regression model this parameter is the coefficient oi £ i the
non-error component of the following “regression” equation:

Y = p(X) + D) (X) — wo(X)) + {Uy + DU, — Uy)}
= po(X) + DEA | X)) + {Uy + DU, — Uyp))

= XBy + DX(B, — By) + {Uy + DU, — Uy}, (3.5}

where the term in braces is the “error.”
If the model is specialized so that there are K regressors plus an intercept and B, =
(Bios---»B ) and By = (Byo,--.-,Box), where the intercepts occupy the first position, and the
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slope coefficients are the same in both regimes:
B].]’:B{)j:lgj’ J:LaK

and By = By and By — By = a, the parameter under consideration reduces to «:

E(Y, = Y5 1 X) = B — B = « (3.0
The regression model for this special case may be written as

It is non-standard from the standpoint of elementary econometrics because the error term
has a component that switches on or oft with D. In general, its mean is not zero because
E[U, + DU, — U] =EW, — Uy | D= DPr(D = 1). If U, — U,, or variables statisti-
cally dependent on it, help determine D, E(U, — U, | D = 1) # 0. Intuitively, if persons
who have high gains (U; — U,) are more likely to appear in the program, then this term is
positive.

In practice most non-experimental and experimental studies do not estimate E(A | X).
Instead, most non-experimental studies estimate the effect of treatment on the treated,
E(A | X, D = 1). This parameter conditions on participation in the program as follows:

EA|X.D=1D)=EY, - Y, | X.D=1)=X(B, — By +EU, — Uy | X,D=1). (3.8)
It is the coefficient on D in the non-error component of the following regression equation:

Y = po(X) + DIE(A | X, D= 1)] + {U, + DIU, — Uy) — E(U, — Uy | X,D = 1)]}
= XBy + DIX(B) — By) + E(U; — Uy | X, D= 1)]

+{Uy + DI(U, — Uy) — BU, = Uy | X, D = 1)]}. (3.9

E(A | X, D = 1) is a non-standard parameter in conventional econometrics. It combines
“structural” parameters (X(8; — By)) with the means of the unobservables (E(U;, — U, |
X, D =1)). It measures the average gain in the outcome for persons who choose to
participate in a program compared to what they would have experienced in the base
state. It computes the average gain in terms of both observables and unobservables. It is
the latter that makes the parameter look non-standard. Most econometric activity is
devoted to separating 3, and 8, from the effects of the regressors on U/, and U,,. Parameter
(3.8) combines these effects.

This parameter is implicitly defined conditional on the current levels of participation in
the program in society at large. Thus it recognizes social interaction. But at any point in
time the aggregate participation level is just a single number, and the composition of
trainees is fixed. From a single cross-section of data, it is not possible to estimate how
variation in the levels and composition of participants in a program affect the parameter.

The two evaluation parameters we have just presented are the same if we assume that
U, — U, = 0, so the unobservables are common across the two states. From (3.9) we now
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have V), — ¥y = w1 (X) — po(X) = X(B; — By). The difference between potential out-
comes in the two states is a function of X but not of unobservables. Further specializing
the model to one of intercept differences (i.e., Y; — Yy = «), requires that the difference
between potential outcomes is a constant. The associated regression can be written as the
familiar-looking dummy variable regression model:

Y=XB+ Da+U, (3.10)

where E(U) = 0. The parameter « is easy to interpret as a standard structural parameter and
the specification (3.10) looks conventional. In fact, model (3.10) dominates the conven-
tional evaluation literature. The validity of many conventional instrumental variables
methods and longitudinal estimation strategies is contingent on this specification as we
document below. The conventional econometric evaluation literature focuses on &, or more
rarely, X(B, — Bp), and the selection problem arises from the correlation between D and U.

While familiar, the framework of (3.10) is very special. Potential outcomes (Y,,Yy) differ
only by a constant (¥; — Y = «). The best Y, is the best Y. All people gain or lose the
same amount in going from “0” to “1”. There is no heterogeneity in gains. Even in the
more general case, with w(X) and wy(X) distinct, or 8, # B, in the linear regression
representation, so long as U; = U, among people with the same X, there is no hetero-
geneity in the outcomes moving from “0 ” to “1”. This assumed absence of heterogeneity
in response to treatments s strong, When tested, it is almost always rejected (see Heckman
et al., 1997c, and the evidence presented below).

There is one case when U; # Uy, where the two parameters of interest are still equal
even though there is dispersion in gain A. This case occurs when

E(U, — Uy | X,D=1)=0. (3.11)

Condition (3.11) arises when conditional on X, D does not explain or predict U; — Uj.
This condition could arise if agents who select into state “1” from “0” either do not know
or do not act on U; — U,, or information dependent on U; — U, in making their decision
to participate in the program. Ex post, there is heterogeneity, but ex ante it is not acted on
in determining participation in the program.

When the gain does not affect individuals™ decisions to participate in the program, the
error terms (the terms in braces in (3.7) and (3.9)) have conventional properties. The only
bias in estimating the coefficients on D in the regression models arises from the depen-
dence between Uy and D, just as the only source of bias in the common coefficient model is
the covariance between U and D when E(U | X) = 0. To see this point take the expectation
of the terms in braces in (3.7) and (3.9), respectively, to obtain the following:

E(Uy + DU, — Up | X,D) = E(ly | X, D)
and
E(Uy + DUy — Up) —E(U, — Uy | X, D= D]|X,D)=EU, | X,D).

A problem that remains when condition (3.11) holds is that the D component in the error
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terms contributes a component of variance to the model and so makes the model hetero-
scedastic:

Var(U, + DU, — Uy) | X,D) = Var(Uy | X, D)

+2Cov(Uy, U, = Uy | X, D)D + Var(U, — U, | X, D)D.

The distinction between a model with U/, = U, and one with U/, # U, 1s fundamental
to understanding modern developments in the program evaluation literature. When U, =
Uy and we condition on X, everyone with the same X has the same treatment effect. The
evaluation problem greatly simplifies and one parameter answers all of the conceptually
distinct evaluation questions we have posed. “Treatment on the treated” is the same as the
effect of taking a person at random and putting him/her into the program. The distribu-
tional questions (A)—~(E) all have simple answers because everyone with the same X has
the same A. Eq. (3.10) is amenable to analysis by conventional econometric methods.
Eliminating the covariance between ) and U is the central problem in this model.

When U, # Uy, but (3.11) characterizes the program being evaluated, most of the
familiar econometric intuition remains valid. This is the “random coefficient” model
with the coefficient on D “random” (from the standpoint of the observing economist),
but uncerrelated with D. The central problem in this model is covariance between Uy and
D and the only additional econometric problem arises in accounting for heteroscedasticity
In getting the right standard errors for the coefficients. In this case, the response to treat-
ment varies among persons with the same X values. The mean effect of treatment on the
treated and the effect of treatment on a randomly chosen person are the same.

In the general case when U # Uy and (3.11) no longer holds, we enter a new world not
covered in the traditional econometric evaluation literature. A variety of different treat-
ment effects can be defined. Conventional econometric procedures often break down or
require substantial modification. The error term for the model (3.5) has a non-zero mean.’
Both error terms are heteroscedastic. The distinctions among these three models — (a) the
coefficient on 2 is fixed (given X) for everyone; (b) the coefficient on D is variable (given
X), but does not help determine program participation; and (c) the coefficient on D is
variable (given X) and does help determine program participation — are fundamental to this
chapter and the entire literature on program evaluation.

3.4. Is treatment on the treated an interesting economic parameter?

What economic question does parameter (3.8) answer? How does it relate to the conven-
tional parameter of interest in cost-benefit analysis — the effect of a program on GDP? In
order to relate the parameter (3.8) with the parameters needed to perform traditional cost-
benefit analysis, it is fruitful to consider a more general framework. Following our
previous discussion, we consider two discrete states or sectors corresponding to direct
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participation and non-participation and a vector of policy variables ¢ that affect the
outcomes in both states and the allocation of all persons to states or sectors. The policy
variables may be discrete or continuous. Our framework departs from the conventional
treatment effect literature and allows for general equilibrium effects.

Assuming that costless lump-sum transfers are possible, that a single social welfare
function governs the distribution of resources and that prices reflect true opportunity costs,
traditional cost-benefit analysis (see, e.g., Harberger, 1971) seeks to determine the impact
of programs on the total output of society. Efficiency becomes the paramount criterion in
this framework, with the distributional aspects of policies assumed to be taken care of by
[ump sum transfers and taxes engineered by an enlightened social planner. In this frame-
work, impacts on total output are the only objects of interest in evaluating programs. The
distribution of program impacts is assumed to be irrelevant. This framework is favorable
to the use of mean outcomes to evaluate social programs.

Within the context of the simple framework discussed in Section 3.1, let ¥ and Y, be
individual output which trades at a constant relative price of “1” set externally and not
affected by the decisions of the agents we analyze. Alternatively, assume that the policies
we consider do not alter relative prices. Let ¢ be a vector of policy variables which operate
on all persons. These also generate indirect effects. ¢(¢@) is the social cost of ¢ denomi-
nated in “1” units. We assume that ¢(0) = 0 and that ¢ is convex and increasing in ¢. Let
Ni(¢) be the number of persons in state “1” and Ny(¢) be the number of persons in state
“0”. The total output of society is

N{(@EY, | D= 1,¢) + No(@)E(Y, | D = 0, ¢) — c(9),

where N,(¢) + Ny(¢) = N is the total number of persons in society. For simplicity, we
assume that all persons have the same person-specific characteristics X. Vector ¢ is
general enough to include financial incentive variables for participation in the program
as well as mandates that assign persons to a particular state. A policy may benefit some and
harm others.

Assume for convenience that the treatment choice and mean outcome functions are
differentiable and for the sake of argument further assume that ¢ is a scalar. Then the
change in output in response to a marginal increase in ¢ from any given position is

IN (@)

Ap) = [EY, | D=1,¢0) —E(Y, | D=0,¢)]

IR, | D=1,9)

A2
o (3.12)

JE(Yy | D = o,ﬂ] o)

] * NO(QD)[ o e

e

The first term arises from the transfer of persons across sectors that is induced by the

policy change. The second term arises from changes in output within each sector induced
by the policy change. The third term is the marginal social cost of the change.

In principle, this measure could be estimated from time-series data on the change in

aggregate GDP occurring after the program parameter ¢ is varied. Assuming a well-
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defined social welfare function and making the additional assumption that prices are
constant at initial values, an increase in GDP evaluated at base period prices raises social
welfare provided that feasible bundles can be constructed from the output after the social
program parameter is varied so that all losers can be compensated. (See, e.g., Laffont,
1989, p. 155, or the comprehensive discussion in Chipman and Moore, 1976).

If marginal policy changes have no effect on intra-sector mean output, the bracketed
elements in the second set of terms are zero. In this case, the parameters of interest for
evaluating the impact of the policy change on GDP are

(i) dN,(¢)/ d¢; the number of people entering or leaving state 1.

(1) E(Y, | D=1, ¢) — E(Yy | D = 0, ¢); the mean output difference between sectors.

(ii1) dc(@)/ dp; the social marginal cost of the policy.

It is revealing that nowhere on this list are the parameters that receive the most attention
in the econometric policy evaluation literature. (See, e.g., Heckman and Robb, 1985a).
These are “the effect of treatment on the treated™:

(@EY, — Y| D=1L¢)or

M EY, | ¢ = &) — E(Y, | ¢ = 0) where ¢ = @ sets N, (@) = N, the effect of universal
coverage for the program.

Parameter (ii) can be estimated by taking simple mean differences between the outputs
in the two sectors; no adjustment for selection bias is required. Parameter (i) can be
obtained from knowledge of the net movement of persons across sectors in response to
the policy change, something usually neglected in micro policy evaluation (for exceptions,
see Moffitt, 1992; Heckman, 1992). Parameter (iii) can be obtained from cost data. Full
social marginal costs should be included in the computation of this term. The typical micro
evaluation neglects all three terms. Costs are rarely collected and gross outcomes are
typically reported; entry effects are neglected and term (ii) is usually *“adjusted” to
avoid selection bias when in fact, no adjustment is needed to estimate the impact of the
program on GDP.

It is informative to place additional structure on this model. This leads to a representa-
tion of a criterion that is widely used in the literature on microeconomic program evalua-
tion and also establishes a link with the models of program participation used in the later
sections of this chapter. Assume a binary choice random utility framework. Suppose that
agents make choices based on net utility and that policies affect participant utility through
an additively-separable term k(¢) that is assumed scalar and differentiable. Net utility is

U=X 1+ kl(e),

where k is monotonic in ¢ and where the joint distributions of (¥1,X) and (¥, X) are F(y,,x)
and F(y,,x), respectively. The underlying variables are assumed to be continuously distrib-
uted. In the special case of the Roy model of self-selection (see Heckman and Honore,
1990, for one discussion) X = Y, — ¥,

D=1U=0)= X = —k(p)),
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Ni(¢) = NPr(U = 0) = NJ fx)dx,
—k(o)
and
_ Y it
Noto) =RPrU < 0 =8 | " fd

where f(x) is the density of x. Total output is

[ 00 (e ~ k()
W] o], st eean <8 [~ | ol eedys — et

— — -0

Under standard conditions (see, e.g., Royden, 1968), we may differentiate this expression
to obtain the following expression for the marginal change in output with respect to a
change in ¢:

A(g) = NI (@ (—K@)IEY, | D = 1,x = —k(¢), @) = E(Yp | D = 0,x = —k(¢), ¢)]

[ w0 x| e 0 “KE o (v, x | dc(¢)
*“N[J )’1[ “—1@0 1 ¢ dxdy, + J YOI mf@o ?) dxdyo] — ¢ :
—o00 ") —k(g) dp —o0” ) —oo e e

(3.13)

This model has a well-defined margin: X = —k(¢), which is the utility of the marginal
entrant into the program. The utility of the participant might be distinguished from the
objective of the social planner who seeks to maximize total output. The first set of terms
corresponds to the gain arising from the movement of persons at the margin (the term in
brackets) weighted by the proportion of the population at the margin, k'(@)f,(—k(¢)),
times the number of people in the population. This term is the net gain from switching
sectors. The expression in brackets in the first term is a limit form of the “local average
treatment effect” of Imbens and Angrist (1994) which we discuss further in our discussion
of instrumental variables in Section 7.4.5. The second set of terms is the intrasector change
in output resulting from a policy change. This includes both direct and indirect effects. The
second set of terms is ignored in most evaluation studies. It describes how people who do
not switch sectors are affected by the policy. The third term is the direct marginal social
cost of the policy change. It includes the cost of administering the program plus the
opportunity cost of consumption foregone to raise the taxes used to finance the program.
Below we demonstrate the empirical importance of accounting for the full social costs of
programs.

At an optimum, A{¢) = 0, provided standard second order conditions are satisfied.
Marginal benefit should equal the marginal cost. We can use either a cost-based measure
of marginal benefit or a benefit-based measure of cost to evaluate the marginal gains or
marginal costs of the program, respectively.

Observe that the local average treatment effect is simply the effect of treatment on the
treated for persons at the margin (X = —k(¢p)):
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E(Y, | D= 1,X=—ki¢),9) —E¥, | D=0,X = —k(¢), ¢)

=B, - Y, | D=1,X= k), ¢). (3.14)

This expression is obvious once it is recognized that the set X = —k(¢) is the indiffer-
ence set. Persons in that set are indifferent between participating in the program and not
participating. The Imbens and Angrist (1994) parameter is a marginal version of the
“treatment on the treated” evaluation parameter for gross outcomes. This parameter is
one of the ingredients required to produce an evaluation of the impact of a marginal
change in the social program on total output but it ignores costs and the effect of a change
in the program on the outcomes of persons who do not switch sectors,”

The conventional evaluation parameter,

B(Y, — Yo | D= 1,x,¢)

does not incorporate costs, does not correspond to a marginal change and includes rents
accruing to persons. This parameter is in general inappropriate for evaluating the effect of
a policy change on GDP. However, under certain conditions which we now specify, this
parameter is informative about the gross gain accruing to the economy from the existence
of a program at level ¢ compared to the alternative of shutting it down. This is the
information required for an “all or nothing” evaluation of a program.

The appropriate criterion for an all or nothing evaluation of a policy at level ¢ = @ is

A(@) = {N(QEX | D= 1,0 =)+ Ny(PEX | D= 0,0 = &) — c(§)}

—{IN(OEY, | D= 1,0=0)+ No(DOE(Y, | D= 0,0 =0},

where ¢ = 0 corresponds to the case where there is no program, so that ¥(0} = 0 and
No(0) = N. If A(&) > 0, total output is increased by establishing the program at level &.

In the special case where the outcome in the benchmark state “0” is the same whether or
not the program exists, so

E(Y, |D=0,0=¢) =E(¥, | D=0,0=0). (3.15)
and
EY, | D=1,¢=§=BY¥|D=1¢=0)

This condition defines the absence of general equilibrium effects in the base state so the no
program state for non-participants is the same as the non-participation state. Assumption
(3.15) 1s what enables analysts to generalize from partial equilibrium to general equili-

¥ Heckman and Smith (1998a) and Heckman (1997) present comprehensive discussions of the Imbens and
Angrist (1994) parameter. We discuss this parameter further in Section 7.4.5. One important difference between
their parameter and the traditional treatment on the treated parameter is that the latter excludes variables like
from the conditioning set, but the Imbens—Angrist parameter includes them.
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brium settings. Recalling that N = N,(¢) + Ny(¢), when (3.15) holds we have’
A(@) =N(PET, - Y | D=10=§) — (). (3.16)

Given costless redistribution of the benefits, the output-maximizing solution for ¢ also
maximizes social welfare. For this important case, which is applicable to small-scale
social programs with partial participation, the measure “treatment on the treated”
which we focus on in this chapter is justified. For evaluating the effect of marginal
variation or “fine-tuning” of existing policies, measure A(¢) is more appropriate. '°

4. Prototypical solutions to the evaluation problem

An evaluation entails making some comparison between “treated” and ‘“untreated”
persons. This section considers three widely used comparisons for estimating the impact
of treatment on the treated: E(Y, — Y, | X, D = 1). All use some form of comparison to
construct the required counterfactual E(Yy | X, D = 1). Data on E(¥, | X, D= 1) are
available from program participants. A person who has participated in a program is paired
with an “otherwise comparable” person or set of persons who have not participated in it.
The set may contain just one person. In most applications of the method, the paired partner
is not literally assumed to be a replica of the treated person in the untreated state although
some panel data evaluation estimators make such an assumption. Thus, in general, A =
Y, — Y, is not estimated exactly. Instead, the outcome of the paired partners is treated as a
proxy for Y, for the treated individual and the population mean difference between treated
and untreated persons is estimated by averaging over all pairs. The method can be applied
symmetrically to non-participants to estimate what they would have earned if they had
participated. For that problem the challenge is to find E(Y, | X, D = 0) since the data on
non-participants enables one to identify E(¥; | X, D = 0).

A major difficulty with the application of this method is providing some objective way of
demonstrating that a candidate partner or set of partners is “otherwise comparable.” Many
econometric and statistical methods are available for adjusting differences between persons
receiving treatment and potential matching partners which we discuss in Section 7.

4.1. The before—after estimator

in the empirical literature on program evaluation, the most commonly-used evaluation
strategy compares a person with himself/herself. This is a comparison strategy based on
longitudinal data. It exploits the intuitively appealing idea that persons can be in both states
at different times, and that outcomes measured in one state at one time are good proxies for
outcomes in the same state at other times at least for the no-treatment state. This gives rise

* Condition (3.15) is stronger than what is required to justify (3.16). The condition only has to hold for the
subset of the population (Ny(¢) in number) who would not participate in the presence of the program.

" Bibrklund and Moffitt (1987) estimate both the marginal gross gain and the average gross gain from
participating in a program. However, they do not present estimates of marginal or average costs.
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to the motivation for the simple “before—after” estimator which is still widely used. Its
econometric descendent is the fixed effect estimator without a comparison group.

The method assumes that there is access either (i) to longitudinal data on outcomes
measured before and after a program for a person who participates in it, or (ii) to repeated
cross-section data from the same population where at least one cross-section is from a
period prior to the program. To incorporate time into our analysis, we introduce “t”
subscripts. Let Y, be the post-program earnings of a person who participates in the
program. When longitudinal data are available, Y,/ is the pre-program outcome of the
person. For simplicity, assume that program participation occurs only at time period &,
where ¢ > k > t'. The “before—after” estimator uses preprogram earnings ¥y, to proxy the
no-treatment state in the post-program period. In other words, the underlying identifying
assumption is

E(Yy — Yor | D= 1)=0. (4.A.1)
If this assumption is vald, the “before—afier” estimator is given by
(?El - ?()z’)l’ 4.1)

where the subscript “1” denotes conditioning on D = 1, and the bar denotes sample
means.

To see how this estimator works, observe that for each individual the gain from the
program may be written as

Y, — Y()/ = (Y;, — You) + Yo — Yo).

The second term (Yy,r — Yy,) s the approximation error. If this term averages out to zero,
we may estimate the impact of participation on those who participate in a program by
subtracting participants’ mean pre-program earnings from the mean of their post-program
earnings. These means also may be defined for different values of participants’ character-
istics, X.

The before—after estimator does not literally require longitudinal data to identify the
means (Heckman and Robb, 1985a,b). As long as the approximation error averages out,
repeated cross-sectional data that sample the same population over time, but not necessa-
rily the same persons, are sufficient to construct a before—after estimate. An advantage of
this approach is that it only requires information on the participants and their pre-partici-
pation histories to evaluate the program.

The major drawback to this estimator is its reliance on the assumption that the approx-
imation errors average out. This assumption requires that among participants, the mean
outcome in the no-treatment state is the same in  and ¢'. Changes in the overall state of the
economy between r and #', or changes in the lifecycle position of a cohort of participants,
can violate this assumption.

A good example of a case in which assumption (4.A.1) is likely violated is provided in
the work of Ashenfelter (1978). Ashenfelter observed that prior to enrollment in a training
program, participants experience a decline in their earnings. Later research demonstrates
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that Ashenfelter’s “dip” is a common feature of the pre-program earnings of participants
in government training programs. See Figs. 1-6 which show the dip for a variety of
programs in different countries. If this decline in earnings is transitory, and carnings follow
a mean-reverting process so that the dip is eventually restored even in the absence of
participation in the program, and if period ¢’ falls in the period of transitorily low earnings,
then the approximation error will not average out. In this example, the before—after
estimator overstates the average effect of training on the trained and attributes mean
reversion that would occur under any event to the effect of the program. On the other
hand, if the decline is permanent, the before—afier estimator is unbiased for the parameter
of interest. In this case, any improvement in earnings is properly attributable to the
program. Another potential defect of this estimator is that it attributes to the program
any trend in earnings due to macro or lifecycle factors.

Two different approaches have been used to solve these problems with the before~after
estimators. One controversial method generalizes the before—after estimator by making use
of many periods of pre-program data and extrapolating from the period before ' to generate
the counterfactual state in period 7. It assumes that ¥, and Yy can be adjusted to equality
using data on the same person, or the same populations of persons, followed over time. As
an example, suppose that Y, is a function of ¢, or is a function of #-dated variables. If we have
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Fig. 1. Mean self-reported monthly earnings; National ITPA Study controls and eligible non-participants (ENPsj
and STPP eligibles (male adults). Source: Heckman and Smith (1999).
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Fig. 2. Mean annual earnings prior, during and subsequent to training for 1964 MDTA classrooin trainees and a
comparison group (white males).

access to enough data on pre-program outcomes prior to date ¢’ to extrapolate post-program
outcomes Yy, and if there are no errors of extrapolation, or if it is safe to assume that such
errors average out to zero across persons in period 7, one can replace the missing data or at
least averages of the missing data, using extrapolated values. This method 1s appropriate if
population mean outcomes evolve as deterministic functions of time or macroeconomic
variables like unemployment. This procedure is discussed further in Section 7.5.'" The
second approach is based on the before—after estirnator which we discuss next.

4.2. The difference-in-differences estimator

A more widely used approach to the evaluation problem assumes access either (1) to
longitudinal data or (il) to repeated cross-section data on non-participants in periods f
and #'. If the mean change in the no-program outcome measures are the same for partici-
pants and non-participants i.e., if the following assumption 1s valid:

E(Yy — Yo [ D=1) =E(Yy — Yor [ D= 0), (4.A.2)
then the difference-in-differences estimator given by
Yy, = Yoy = (Yo = Yoo t> k>t (4.2)

' See also Heckman and Robb (1985a, pp. 210-215).
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Fig. 3. Mean annual earnings for 1976 CETA trainees and a comparison group (mates).

is valid for E(A, |D=1)=EY,,— Yy, | D=1 where A, =Y, —Y, because
El(Yy, — Vo)1 — (Fo, — Yool = E(A, | D= 1)."* If assumption (4.A.2) is valid, the
change in the outcome measure in the comparison group serves to benchmark common
year or age effects among participants.

Because we cannot form the change in outcomes between the treated and untreated
states, the expression

(Ylf - YO!’)I - (Yo: - Y()r’)o,

cannot be formed for anyone, although we can form one or the other of these terms for
everyone. Thus, we cannot use the difference-in-differences estimator to identify the
distribution of gains without making further assumptions. '’ Like the before—after estima-
tor, we can implement the difference-in-differences estimator for means (4.2) on repeated
cross-sections. It is not necessary to sample the same persons in periods 7 and ¢ — just
persons from the same populations.

2'The proof is immediate. Make the following decomposition: (¥, — ¥, = (¥}, — ¥o)y + (¥y, = Yol
The claim follows upon taking expectations.

13 One assumption that identifies the distribution of gains is to assume that (¥;, — ¥,,), is independent of (¥, —
¥y,); and that the distribution of (¥|, — ¥}, is the same as the distribution of (¥, — ¥,/)p. Then the results on
deconvolution in Heckman et al. (1997¢) can be applied. See their paper for details.
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Fig. 4. National supported work (NSW) average annual earnings, treatments, controts and matched CPS compar-
ison group (AFDC recipients).

Ashenfelter’s dip provides an example of a case where assumption (4.A.2) is likely to be
violated. If Y is earnings, and ¢’ is measured at the time of a transitory earnings dip, and if
non-participants do not experience the dip, then (4.A.2) will be violated, because the time
path of no-treatment earnings between ¢ and 7 will be different between participants and
non-participants. In this example, the difference-in-differences estimator overstates the
average impact of training on the trainee.

4.3. The cross-section estimator

A third estimator compares mean outcomes of participants and non-participants at time 7.
This estimator is sometimes cailed the cross-section estimator. It does not compare the
same persons because by hypothesis a person cannot be in both states at the same time.
Because of this fact, cross-section estimators cannot estimate the distribution of gains
unless additional assumptions are invoked beyond those required to estimate mean
impacts.

The key identifying assumption for the cross-section estimator of the mean is that

E(Yy |D=1)=E¥, | D=0), 4.A3)

Le., that on average persons who do not participate in the program have the same no-
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freatment outcome as those who do participate. If this assumption is valid, then the cross-
section estimator is given by

(Y1) — Fopo (4.3)
This estimator is valid under assumption (4.A.3) because'*
E((Y1,), — (Yo)o) = E(4, | D = 1).

If persons go into the program based on outcome measures in the post-program state, then
assumption (4.A.3) will be violated. The assumption would be satisfied if participation in
the program is unrelated to outcomes in the no-program state in the post-program period.
Thus, it is possible for Ashenfelter’s dip to characterize the data on earnings in the pre-
program period, and yet for (4.A.3) to be satisfied. Moreover, as long as the macro
economy and aging process operate identically on participants and non-participants, the
cross-section estimator is not vulnerable to the problems that plague the before—afier
estimator.

The cross-section estimator (4.3), the difference-in-differences estimator (4.2), and the
before—after estimator (4.1) comprise the trilogy of conventional non-experimental evalua-
tion estimators. All of these estimators can be defined conditional on observable character-
istics X. Conditioning on X or additional “instrumental” variables makes it more likely that
modified versions of assumptions (4.A.3), (4.A.2), or (4.A.1) will be satisfied but this is not
guaranteed. If, for example, the distribution of X characteristics is different between parti-
cipants (D = 1) and non-participants (D = 0), conditioning on X may eliminate systematic
differences in outcomes between the two groups. Using modern non-parametric procedures,
1t 1s possible to exploit each of the identifying conditions to estimate non-parametric
versions of all three estimators. On the other hand, if the difference between participants
and non-participants is due to unobservables, conditicning may accentuate, and not elim-
inate, differences between participants and non-participants in the no-program state.

The three estimators exploit three different principles but all are based on making some
comparison. The assumptions that justify one method will not, in general, justify any of the
other methods. All of the estimators considered in this chapter exploit one of these three
principles. They extend the simple mean differences just discussed by making a variety of
adjustments to the means. Throughout the rest of the chapter, we organize our discussion
of alternative estimators by discussing how they modify the simple mean differences used
in the three intuitive estimators to account for non-stationary environments and different
values of regressors in the different comparison groups. We first consider social experi-
mentation and how it constructs the counterfactuals used in policy evaluations.

“Proof: (Yi), — (Yoo = (¥ 1)), — Yo)y + (Yol — (Py)y and take expectations invoking assumption
(4.A.3).

BThus if | B(Y, | D=1)—EY, |D=0) =M, therc is no guarantee that | E(¥Y,|D = 1,X)
—E(Yy | D = 0,X) |< M. For some values of X, the gap could widen.
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5. Social experiments

Randomization is one solution to the evaluation problem. Recent years have witnessed
increasing use of experimental designs to evaluate North American employment and
training programs. This approach has been less common in Europe, though a small number
of experiments have been conducted in Britain, Norway and Sweden. When the appro-
priate qualifications are omitted, the impact estimates from these social experiments are
easy for analysts to calculate and for policymakers to understand (see, e.g., Burtless,
1995). As a result of its apparent simplicity, evidence from social experiments has had
an important impact on the design of US welfare and training p1r0grams.16 Because of the
importance of experimental designs in this literature, in this section we show how they
solve the evaluation problem, describe how they have been implemented in practice, and
discuss their advantages and limitations.

5.1. How social experiments solve the evaluation problem

An important lesson of this section is that social experiments, like other evaluation meth-
ods, provide estimates of the parameters of interest only under certain behavioral and
statistical assumptions. To see this, let “*” denote outcomes in the presence of random
assignment. Thus, conditional on X for each person we have (¥;*,Y*,D*) in the presence
of random assignment and (Y},Y,,D) when the program operates normally without rando-
mization. Let R = 1 if a person for whom D* = 1 is randomized into the program and
R =0 if the person is randomized out. Thus, R = 1 corresponds to the experimental
treatment group and R = 0 to the experimental control group.

The essential assumption required to use randomization to solve the evaluation problem
for estimating the mean effect of treatment on the treated is that

E(Y,* = Yp* | X,D*¥*=1)=E¥, -~ Y, | X,D=1). (5.A.1)

A stronger set of conditions, not strictly required, are

EV *| X, D¥*=1)=E(Y, |X,D=1) (5.A.2a)
and
E(Yp* | X,D*=1) = E(¥Y, | X,D = D). (5.A.2b)

Assumption (5.A.1) states that the means from the treatment and control groups generated
by random assignment produce the desired population parameter. With certain exceptions
discussed below, this assumption rules out changes in the impact of participation due to the
presence of random assignment as well as changes in the process of program participation.
The first part of this assumption can in principle be tested by comparing the outcomes of

'® We discuss this evidence in Section 10.
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participants under a regime of randomization with the outcome of participants under the
usual regime.
If (5.A.2a) is true, among the population for whom D = 1 and R = 1 we can identify

EY, |X,D=1,R=1D=EY,|X,D=1).

Under (5.A2a) information sufficient to estimate this mean without bias is routinely
produced from data collected on participants in social programs. The new information
produced by an experiment comes from those randomized out of the program. Using the
experimental control group it is possible to estimate:

EYy | X,D=1,R=0)=EY, | X,D=1).
Simple mean differences identify
BEA|X.D=1)=EY, Y, | X,D=1).

Within the context of the model of Eq. (3.10), an experiment that satisfies (5.A.1) or
(5.A.2a) and (5.A.2b) does not make D orthogonal to U. It simply equates the bias in the
two groups R = 1 and R = 0. Thus in the model of Eq. (3.1), under (5.A.2a) and (5.A.2b),
EY|X.D=1,R=1)=gX)+EU, |X,D=1) and EXY |X, D=1, R=0)=
g0X) +E(W, | X, D=1."

Rewriting the first conditional mean, we obtain

EY|X.D=1R=1=gX)+EU, - Uy | X,D=1)+E(U, | X,D=1).

Subtracting the second mean from the first eliminates the common selection bias compo-
nent E(U, | X, D=1)so

EY|X,D=1,R=1)—-EY|X,D=1,R=0)= g,(X)— goX)+ E(U, - Uy | X,D=1).

When the model (3.1) is specialized to one of intercept differences, as in (3.10), this
parameter simplifies to a. Notice, that the method of social experiments does not set
either E(U, | X, D= 1) or E(U, | X, D = 1) equal to zero. Rather, it balances the selec-
tion bias in the treatment and control groups.

Stronger assumptions must be made to identify the distribution of impacts
FAlD=1. ¥ Without invoking further assumptions, data from experiments, like data
from non-experimental sources, are unable to identify the distribution of impacts because
the same person is not observed in both states at the same time (Heckman, 1992; Heckman
and Smith, 1993, 1995, 1998a; Heckman et al., 1997¢).

If assumption (5.A.1) or assumptions (5.A.2a) and {5.A.2b) fail to hold because the
program participation probabilities are affected, so D* and D are different, then the
composition of the participant population differs in the presence of random assignment.

E(Uy | X) # 0 and B(U, | X) # 0.
18 Replace “E” with “F” in (5.A.2a) and (5.A.2b) to obtain one necessary condition.
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In two important special cases, experimental data still provide unbiased estimates of the
effect of treatment on the treated. First, if the effect of training is the same for everyone,
changing the composition of the participants has no effect because the parameter of
interest is the same for all possible participant populations (Heckman, 1992). This assump-
tion 1s sometimes called the common treatment effect assumption and, letting i denote a
variable value for individual i/, may be formally expressed as

Yli — YOi = Ai = A, for all I. (5A3)

This assumption is equivalent to setting U; = U, in (3.9). Assumption (5.A.3) can be
defined conditionally on observed characteristics, so we may write A = A(X). Notice,
however, that in this case, if randomization induces persons with certain X values not to
participate in the program, then estimates of A(X) can only be obtained for values of X
possessed by persons who participate in the program. In this case (5.A.1) is satisfied but
(5.A.2a) and (5.A.2b) are not.

The second special case where experimental data still provide unbiased estimates of the
effect of treatment on the treated arises when decisions about training are not affected by
the realized gain from participating in the program. This case could arise if potential
trainees know E(A | X) but not A at the time participation decisions are made. Formally,
the second condition is '

E(ALX,D=1)=EA4]|X), (5.A.4)

which is equivalent to condition (3.11) in the model (3.9). If either (5.A.3) or (5.A.4)
holds, the simple experimental mean difference estimator is unbiased for E(4 | X, D = 1).

Randomization improves on the non-experimental cross-section estimator even if there
is no selection bias. In an experiment, for all values of X for which D == 1, one can identify

EA|X,D=1)=EY, - ¥, | X,D=1).

Using assumption (4.A.3) in an ordinary non-experimental evaluation, there may be values
of X such that Pr(D = 1 | X) = 1; that is, there may be values of X with no comparison
group members. Randomization avoids this difficulty by balancing the distribution of X
values in the treatment and control groups (Heckman, 1996). At the same time, however,
random assignment conditional on D = 1 cannot provide estimates of A(X) for values of X
such that Pr(D = 1| X) = 0.

The stage of potential program participation at which randomization is applied — elig-
ibility, application, or acceptance into a program - determines what can be learned from a
social experiment. For randomization conditional on acceptance into a program (D = 1),
we can estimate the effect of treatment on the treated:

EA|X,D=1)=EY, - Y, | X,D=1)

using simple experimental means. We cannot estimate the effect of randomly selecting a
person to go into the program:
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E(A IX) ZE(Yi - Yo |X),

by using simple experimental means unless one of two conditions prevails. The first
condition is just the common effect assumption (5.A.3). This assumption is explicit in
the widely used dummy endogenous variable model (Heckman, 1978). The second
condition is that embodied in assumption (5.A.4), that participation decisions are inde-
pendent of the person-specific component of the impact. In both cases, the mean impact
of treatment on a randomly selected person is the same as the mean impact of treatment
on the treated.

In the general case, it is difficult to estimate the effect of randomly assigning a person
with characteristics X to go into a program. This is because persons randomized into a
program cannot be compelled to participate in it. In order to secure compliance, it may be
necessary to compensate or persuade persons to participate. For example, in many US
social experiments, program operators threaten to reduce participants’ social assistance
benefits, if they refuse to participate in training. Such actions, even if successful, alter the
environment in which persons operate and may make it impossible to estimate E(4A | X)
using experimental means. One assumption that guarantees compliance is the existence of
a “compensation” or “punishment” level ¢ such that

PriD=1|X,0)=1 (5.A.5a)
and
E(A|X,c)=E]X). (5.A.5b)

The first part of the assumption guarantees that a person with characteristics X can be
“bribed” or “persuaded” to participate in the program. The second part of the assumption
guarantees that compensation ¢ does not affect the outcome being evaluated.' If ¢ is a
monetary payment, it would be optimal from the standpoint of an experimental analyst to
find the minimal value of ¢ that satisfies these conditions.

Randomization of eligibility is sometimes proposed as a less disruptive alternative to
randomization conditional on D = 1. Randomizing eligibility avoids the application and
screening costs that are incurred when accepted individuals are randomized out of a
program. Because the randomization is performed outside of training centers, it also
avoids some of the political costs that have accompanied the use of the experimental
method.

Consider a population of persons who are usually eligible for the program. Randomize
eligibility within this population. Let ¢ = 1 if a person retains eligibility and e = 0 if a
person becomes ineligible. Assume that eligibility does not disturb the underlying struc-
ture of the random variables (Y,,Y;,D0,X) and that Pre(D = 1 | X) # 0. Then Heckman
(1996) shows that

¥ Observe that the value of ¢ is not necessarily unique.
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E(Y|X,e=1)—EY|X,e=0)
PiD=1|X,e=1)

=EA| X,D=1).

Randomization of eligibility produces samples that can be used to identify E(A | X, D =
1) and also to recover Pr(D = 1 | X). The latter is not recovered from samples which
condition on D = 1 (Heckman, 1992; Moffitt, 1992). Without additional assumptions of
the sort previously discussed, randomization on eligibility will not, in general, identify
E(4 | X).

5.2. Intention to treat and substitution bias

The objective of most experimental designs is to estimate the conditional mean impact of
training, or E(A | X, D = 1). However, in many experiments a significant fraction of the
treatment group drops out of the program and does not receive the services being eval-
uated.” In general, in the presence of dropping out E(A | X, D = 1) cannot be identified
using comparisons of means. Instead, the experimental mean difference estimates the
mean effect of the offer of treatment, or what is sometimes called the “intent to treat.”
For many purposes, this is the policy-relevant parameter. It is informative on how the
availability of a program affects participant outcomes. Attrition is a normal feature of an
ongoing program.

To obtain an estimate of the impact of training on those who actually receive it, addi-
tional assumptions are required beyond (5.A.1) or (5.A.2a) and (5.A.2b). Let T be an
indicator for actual receipt of treatment, with 7 = 1 for persons actually receiving train-
ing, and T = 0 otherwise. Let T* be a similarly defined latent variable for control group
members indicating whether or not they would have actually received training, had they
been in the treatment group. Define

EA|X,D=1,R=1,T=1)=EA|X,D=1,T=1)

as the mean impact of training on those members of the treatment group who actually
receive it. This parameter will equal the original parameter of interest E(A | X, D= 1)
only in the special cases where (5.A.3), the common effect assumption, holds, or where an
analog to (5.A.4) holds so that the decision of treatment group members to drop out is
independent of (A — E(A4)), the person-specific component of their impact.

A consistent estimate of the impact of training on those who actually receive it can be
obtained under the assumption that the mean outcome of the treatment group dropouts is
the same as that of their analogs in the control group, so that

EY|X.D=1R=1,T=0)=EY|X,D=1,R=0,T*%=0). (5.A.6)

Note that this assumption rules out situations where the treatment group dropouts receive
potentially valuable partial treatment. Under (5.A.6),

* Using the analysis in the preceding subsection, dropping out by experimenial treatment group members
could be reduced by compensating them for completing training.
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EY|X,D=1L,R=1)-EY|X,D=1,R=0)
Pr=1|X,D=1,R=1)

(5.1)

identifies the mean impact of training on those who receive it.”' This estimator scales up
the experimental mean difference estimate by the fraction of the treatment group receiving
training. When all treatment group members receive training, the denominator equals one
and the estimator reduces to the simple experimental mean difference. Estimator (5.1) also
shows that the simple mean difference estimator provides a downward biased estimate of
the mean impact of training on the trained when there are dropouts from the treatment
group, because the denominator always lies between zero and one. Heckman et al. (1998f)
present methods for estimating distributions of outcomes and for testing the identifying
assumptions in the presence of dropping out. They present evidence on the validity of the
assumptions that justify (5.1) in the National JTPA Study data.

In an experimental evaluation, the converse problem can also arise for the control group
members. In an ideal experiment, no control group members would receive either the
experimental treatment or close substitutes to it from other sources. In practice, a significant
fraction of controls often receives similar services from other sources. In this situation, the
mean earnings of control group members no longer correspond to E(Y, | X, D = 1) and
neither the experimental mean difference estimator nor the adjusted estimator (5.1) identi-
fies the impact of training relative to no training for those who receive it. However, under
certain conditions discussed in Section 3, the experimental estimate can be interpreted as the
mean incremental effect of the program relative to a world in which it does not exist.

As in the case of treatment group dropouts, identifying the impact of training on the
trained in the presence of control group substitution requires additional assumptions
beyond (5.A.1) or (5.A.2a) and (5.A.2b). Let S = 1 denote control group members receiv-
ing substitute training from alternative sources and let S =0 denote control group
members receiving no training and let Y, be the outcome conditional on receipt of alter-
native training. Consider the general case with both treatment group dropping out and
control group substitution. In this context, one approach would be to invoke the assump-
tions required to apply non-experimental techniques as described in Section 7 to the
treatment group data to obtain an estimate of the impact of the training being evaluated
on those who receive it. Heckman et al. (1998a) employ this and other strategies using data
from the National JTPA Study.

Alternatively, two other assumptions allow use of the control group data to estimate the
impact of training on the trained. The first assumption is a generalized common effect
assumption, where to distinguish individuals we restore subscript 7

Y” - Y()i = YQ,i - Y()i = A,‘ = A, for ail 7. (5A3/)

This assumption states that (a) the impact of the program being evaluated is the same as the
impact of substitute programs for each person and (b) that all persons respond exactly the

! See, e.g., Mallar (1978), Bloom (1984) and Heckman et al. (1998f).
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same way to the program (a common effect assumption). The second assumption is a
generalized version of (5.A.4), where

EY, - Y| X.D=1,T=1,R=1)=EY, - Y, |X,D=1,S=1L,R=0). (5.A4)

This assumption states that the mean impact of the training being evaluated received by
treatment group members who do not drop out equals the mean impact of substitute training
on those control group members who receive it. Both (5.A.3") and (5.A.4') are strong
assumptions. To be plausible, either would require evidence that the training received by
treatment group members was similar in content and duration to that received by control
group members. Note that (5.A.3") implies (5.A.4"). Under either assumption, the ratio

EY|X,D=1LR=1D—-EY|X,D=1,R=0)
Pr(T=11X,D=1L,R=1)-Pr(S=1|X,D=1,R=0)

(5.2)

identifies the mean impact of training on those who receive it in both the experimental
treatment and control groups, provided that the denominator is not zero. The similarity of
estimator (5.2) to the instrumental variable estimator defined in Section 7 is not accidental;
under assumptions (5.A.3") or (5.A.4), random assignment is a valid instrument for training
because it is correlated with training receipt but not with any other determinants of the
outcome Y. Without one of these assumptions, random assignment is not, in general, a valid
instrument (Heckman, 1997; Heckman et al., 1998a). To see this point, consider a model in
which mdividuals know their gain from training, but because the treatment group has access
to the program being evaluated, it faces a lower cost of training. In this case, controls are less
likely to be trained, but the mean gross impact would be larger among control trainees than
among the treatment trainees. Drawing on the analysis of Section 7, this correlation violates
the condition required for the IV estimator to identify the parameter of interest.

5.3. Social experiments in practice

In this subsection we discuss how social experiments operate in practice. We present
empirical evidence on some of the theoretical issues surrounding social experiments
discussed in the preceding subsections and provide a context for the discussion of the
experimental evidence on the impact of training in Section 10. To make the discussion
concrete, we focus in particular on two of the best known US social experiments: the
National Supported Work (NSW) demonstration (Hollister et al., 1984) and the recent
National JTPA Study (NJS).** We begin with a brief discussion of the implementation of
these two experiments.

5.3.1. Two important secial experiments
The NSW Demonstration was one of the first employment and training experiments. It
tested the effect of 9-18 months of guaranteed work experience in unskilled occupations

2 See, among others, Doolittle and Traeger (1990), Bloom et al. (1993) and Orr et al. (1994).
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on groups of longterm AFDC (welfare) recipients, ex-drug addicts, ex-criminal offenders,
and economically disadvantaged youths in 10 sites across the US. These jobs were in a
sheltered environment in which productivity standards were gradually raised over time
and participants met frequently with program counselors to discuss grievances and perfor-
mance.

The NSW enrollment process began with a referral, usually by a welfare agency, drug
rehabilitation agency, or prisoners’ assistance society. Program operators then interviewed
potential participants and eliminated any persons that they believed “would be disruptive
to their programs” (Hollister et al., 1984, p. 35). Foilowing this screening, a third party
randomly assigned one-half of the qualified applicants to the treatment group. The remain-
der were assigned to the control group and prevented from receiving NSW services.
Although the controls could not receive NSW services, program administrators could
not prevent them from receiving other training services in their community, such as
those offered under another widely available training program with the acronym CETA.
Follow-up data on the experimental treatment and control groups were collected via both
surveys and administrative earnings records.

In contrast to the NSW, the NIS sought to evaluate the effectiveness of an ongoing
training program. From the start, the goal of evaluating an ongoing program without
significantly disrupting its operations — and thereby violating assumption (5.A.1) or
assumptions (5.A.2a) and (5.A.2b) — posed significant problems. The first of these arose
in selecting the training centers at which random assignment would take place. Initially,
evaluators planned to use a random sample of the nearly 600 US JTPA training sites.
Randomly choosing the evaluation sites would enhance the “external validity” of the
experiment — the extent to which its findings can be generalized to the population of
JTPA training centers. Yet, it was difficult to persuade local administrators to participate
in an evaluation that required them to randomly deny services to eligible applicants. When
only four of the randomly selected sites or their alternates agreed to participate, the study
was redesigned to include a *“diverse” group of 16 centers willing to participate in a
random assignment study (see Doolittle and Traeger, 1990; or the summary of their
analysis presented in Hotz, 1992). Evaluators had to contact 228 JTPA ftraining centers
in order to obtain these sixteen volunteers.” The option of forcing centers to participate
was rejected because of the importance of securing the cooperation of local administrators
in preserving the integrity of random assignment. Such concerns are not without founda-
tion, as the integrity of an experimental training evaluation in Norway was undermined by
the behavior of local operators (Torp et al., 1993).

Concerns about disrupting normal program operations and violating (5.A.1) or (5.A.2a)-
(5.A.2b) aiso led to an unusual approach to the evaluation of the specific services provided
by JTPA. This program offers a personalized mix of employment and training services
including all those listed in Table 1 with the exception of public service employment.

* Very large training centers (e.g., Los Angeles) and small, rural centers were excluded from the study design
from the outset of the center enrollment process, for administrative and cost reasons, respectively. The final set of
16 training centers received a total of US$1 million in payments to cover the cost of participating in the experiment.
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During their enrollment in the program, participants may receive two or more of these
services in sequence, where the sequence may depend on the participant’s success or
failure in those services provided first. As a result of this heterogeneous, fluid structure,
it was 1mpossible without changing the character of the program to conduct random
assignment conditional on (planned) receipt of particular services or sets of services.
Instead, JTPA staff recommended particular services for each potential participant prior
to random assignment, and impact estimates were calculated conditional on these recom-
mendations. In particular, the recommendations were grouped into three “‘treatment
streams”: the “CT-OS strearn” which included persons recommended for classroom
training (CT), (and possibly other services), but not on-the-job training (OJT); the
“OJT stream” which included persons recommended for OJT (and possibly other
services) but not CT; and the “other stream” which included the rest of the admitted
applicants, most of whom ended up receiving only job search assistance. Note that this
1ssue did not arise in the NSW, which provided a single service to all of its participants. In
the NJS, followup data on earnings, employment and other outcomes were obtained from
both surveys and multiple administrative data sources.

5.3.2. The practical importance of dropping out and substitution

The most important problems affecting social experiments are treatment group dropout
and control group substitution. These problems are not unique to experiments. Persons
drop out of programs whether or not they are experimentally evaluated. There is no
evidence that the rate of dropping out increases during an experimental evaluation.
Most programs have good substitutes so that the estimated effect of a program as typically
estimated is in relation to the full range of activities in which non-participants engage.
Experiments exacerbate this problem by creating a pool of persons who attempt to take
training who then flock to substitute programs when they are placed in an experimental
conirol group.

Table 3 demonstrates the practical importance of these problems in experimental
evaluations by reporting the rates of treatment group dropout and control group substitu-
tion from a variety of social experiments. It reveals that the fraction of treatment group
members receiving program services is often less than 0.7, and sometimes less than 0.5.
Furthermore, the observed characteristics of the treatment group members who drop out
often differ from those who remain and receive the program services.” In regard to
substitution, Table 3 shows that as many as 40% of the controls in some experiments
received substitute services elsewhere. In an ideal experiment, all treatments receive the
treatment and there is no control group substitution, so that the difference between the
fractions of treatments and controls that receive the treatment equals 1.0. In practice, this
difference is often well below 1.0.

The extent of both substitution and dropout depends on the characteristics of the treat-
ment being evaluated and the local program environment. In the NSW, where the treat-

# For the NSW, see LaLonde (1984); for the NJS see Smith (1992).
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ment was relatively unique and of high enough quality to be clearly perceived as valuable
by participants, dropout and substitution rates were low enough to approximate the ideal
case. In contrast, in the NJS and other evaluations of programs that provide low cost
services widely available from other sources, substitution and dropout rates are high.?
In the NIJS, the substitution problem is accentuated by the fact that JTPA relies on outside
vendors to provide most of its training. Many of these vendors, such as community
colleges, provide the same training to the general public, often with subsidies from
other government programs such as Pell Grants. In addition, in order to help in recruiting
sites to participate in the NJS, evaluators allowed them to provide control group members
with a list of alternative training providers in the community. Of the 16 sites in the NJS, 14
took advantage of this opportunity to alert control group members to substitute training
opportunities.

To see the effect of high dropping out and substitution on the interpretation of the
experimental evidence, consider Project Independence. The unadjusted experimental
impact estimate is $264 over the 2-year followup period, while application of the IV
estimator that uses sample moments in place of (5.2) yields an adjusted impact estimate
of $1100 (264/0.24). The first estimate indicates the mean impact of the offer of treatment
relative to the other employment and training opportunities available in the community.
Under assumptions (5.A.3") or (5.A.4"), the latter estimate indicates the impact of training
relative to no training in both the treatment and control groups. Under these assumptions,
the high rates of dropping out and substitution suggest that the experimental mean differ-
ence estimate is strongly downward biased as an estimate of the impact of treatment on the
treated, the primary parameter of policy interest.

A problem unique to experimental evaluations is violation of (5.A.1), or (5.A.2a) and
(5.A.2b), which produces what Heckman (1992) and Heckman and Smith (1993, 1995)
call “randomization bias.” In the NIS, this problem took the form of concerns that
expanding the pool of accepted applicants, which was required to keep the number of
participants at normal levels while creating a control group, would change the process of
selection of persons into the program. Specifically, training centers were concerned that
the additional recruits brought in during the experiment would be less motivated and
harder to train and therefore benefit less from the program. Concerns about this problem
were frequently cited by training centers that declined to participate in the NJS (Doolittle
and Traecger, 1990). To partially allay these concerns, random assignment was changed

* For the NJS, Table 3 reveals the additional complication that estimates of the rate of training receipt in the
treatment and control groups depend on the data source used to make the calculation. In particular, because many
treatment group members do not report training that administrative records show they received, dropout rates
measured using only the survey data are substantially higher than those that combine the survey and adminis-
trative data. At the same time, because administrative data are not available on control group fraining receipt
(other than the very small number of persons who defeated the experimental protocol), using only self-reported
data on controls but the combined data for the treatment group will likely overstate the difference in service
receipt levels between the two groups.
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from the 1:1 ratio that minimizes the sampling variance of the experimental impact
estimator to a 2:1 ratio of treatments to controls.

Although we have no direct evidence on the empirical importance of changes in parti-
cipation patterns on measured outcomes during the NJS, there is some indirect evidence
about the validity of (5.A.1) or (5.A.2a) and (5.A.2b) in this instance. First of all, a number
of training centers in the NJS streamlined their intake processes during the experiment -
sometimes with the help of an intake consulting firm whose services were subsidized as
part of the evaluation. In so doing, they generally reduced the number of visits and other
costs paid by potential trainees, thereby including among those randomly assigned less
motivated persons than were normally served. Second, some fraining centers asked for,
and received, additional temporary reductions in the random assignment ratio during the
course of the experiment when they experienced difficulties recruiting sufficient qualified
applicants to keep the program operating at normal levels.

A second problem unique to experiments involves obtaining experimental estimates of
the effects of individual components of services provided in sequence as part of a single
program. Experimental designs can readily determine how access to a bundle of services
affects participants’ earnings. More difficult is the question of how participation at each
stage influences earnings, when participants can drop out during the sequence. Providing
an experimental answer to this question requires randomization at each stage in the
sequence.”® In a program with several stages, this would lead to a proliferation of treat-
ments and either large (and costly) samples or insufficient sample sizes. In practice, such
sequential randomization has not been attempted in evaluating job training programs.

A final problem unique to experimental designs is that even under ideal conditions, they
are unable to answer many questions of interest besides the narrow impact of “treatment
on the treated” parameter. For example, it is not possible in practice to obtain simple
experimental estimates of the impact of training on the duration of post-random assign-
ment employment due to post-randoin assignment selection problems (Ham and Lal.onde,
1990). An elaborate analysis of self-selection of the sort sought to be avoided by social
experiments is required. As another example, consider estimating the impact of training on
wage rates. The problem that arises in this case is that we observe wages only for those
employed following random assignment. If the experimental treatment affects employ-
ment, then the sample of employed treatments will have different observed and unob-
served characteristics than the employed controls. In general, we would expect that the
persons without wages will be less skilled. The experimental impact estimate cannot
separate out differences between the distributions of observed wages in the treatment
and control groups that result from the effect of the program on wage rates from those
that result from the effect of the program on selection into employment. Under these

6 Alternatively, in a program with three stages, program administrators might randomly assign eligible
participants to one of several treatment groups, with the first group receiving only stage 1 services, the second
receiving stage 1 and stage 2 services and the third receiving services from all three stages. However, a problem
may arise with this scheme if participants assigned to the second and third stages of the program at some point
decline to participate. In that case, the design described in the text would be more effective.
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circumstances, only non-experimental methods such as those discussed in Section 7 can
provide an answer to the question of interest.

5.3.3. Additional problems common to all evaluations

There are a number of other problems that arise in both social experiments and non-
experimental evaluations. Solving these problems in an experimental setting requires
analysts to make the same types of choices (and assumptions) that are required in a
non-experimental analysis. An important point of this subsection is that experimental
impact estimates are sensitive to these choices in the same way as non-experimental
estimates. A related concern is that experimental evaluations should, but often do not,
include sensitivity analyses indicating the effect of the choices made on the impact esti-
mates obtained.

The first common evaluation problem arises from imperfect data. Different survey
mstruments can yield different measures for the same variable for the same person in a
given time period (see Smith, 1997ab, and the citations therein). For example, self-
reported measures of earnings or welfare receipt from surveys typically differ from admin-
istrative measures covering the same period (Lal.onde and Maynard, 1987; Bloom et al.,
1993). As we discuss in Section 8, in the case of earnings, data sources commonly used for
evaluation research differ in the types of earnings covered, the presence or absence of top-
coding and the extent of missing or incorrect values. The evaluator must trade off these
factors when choosing which data source to rely on. Whatever the data source used, the
analyst must make decisions about how to handle outliers and missing values.

To underscore the point that experimental impacts for the same program can differ due
to different choices about data sources and data handling, we compare the impact estimates
for the NJS presented in the two official experimental impact reports, Bloom et al. (1993)
and Orr et al, (1994).”” As shown in Table 4, these two reports give substantially different
estimates of the impact of JTPA training for the same demographic groups over the same
time period. The differences result from different decisions about whom to include in the
evaluation sample, how to combine earnings information from surveys and administrative
data, how to treat seemingly anomalous reports of overtime earnings in the survey data and
so on. Several of the point estimates differ substantially, as do the implications about the
relative effectiveness of the three treatment streams for adult women. The estimated 18-
month impact for adult women in the “other services” stream triples from the 18-month
impact report to the 30-month impact report, making it the service with the largest esti-
mated impact despite the low average cost of the services provided to persons in this
stream.

The second problem common to experimental and non-experimental evaluations is
sample attrition. Note that sample attrition is not the same as dropping out of the program.
Both control and treatment group members can attrit from the sample and treatment group
members who drop out of the program will often remain in the data. In the NSW, attrition

7 A complete discussion of the impact estimates from the NJS appears in Section 10.
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Table 4
Variability in experimental impact estimates for adult women in the NJS (mean difference in earnings between
the experimental treatment and control groups during the 18 months after random assignment)®

Treatment stream Follow-up report ($)
18 month report 30 month report
Bloom et al. (1993) Orr et al. (1994)

Recommended for classroom

training

1-6 months —65 —121
7-18 months 463 312
Sample size 2847 2343

Recommended for on-the-job

training

1—6 months 225 255
7-18 months 518 418
Sample size 2287 2284

Recommended for other services

1-6 months 171 238
7-18 months 286 879
Sample size 1340 1475

* Sources: Bloom et al. (1993, pp. 106, Exhibit 4.12); Orr et al. (1994, pp. 121, 129, 131, Exhibits 5.1, 5.5, and
5.7). Notes: Orr et al. (1994) report the impact per enrollee cbtained using the Bloom (1984) estimator rather than
the impact per treatment group member. To make the figures in the two columns comparable, we adjusted the
impacts per enrollee by the fraction of the treatment group in each recommended service category who enrolled in
JTPA. The fraction enrolling among those recommended for classroom training is 0.719, among those recom-
mended for on-the-job training 1t is 0.332, and among those recommended for other services it is 0.499.

from the evaluation sample by the 18 month followup interview was 10% for the adult
women, but more than 30% for the male participants. In the NJS study, sample attrition by
the 18 month followup was 12% for the adult women and approximately 20% for the adult
males. Such high rates of attrition are common among the disadvantaged due to relatively
frequent changes in residence and other difficulties with making followup contacts.
Sample attrition poses a problem for experimental evaluations when it is correlated with
individual characteristics or with the impact of treatment conditional on characteristics. In
practice, persons with poorer labor market characteristics tend to have higher attrition
rates (see, e.g., Brown, 1979). Even if attrition affects both experimental and control
groups in the same way, the experiment estimates the mean impact of the program only
for those who remain in the sample. Usually, attrition rates are both non-random and larger
for controls than for treatments. In this case, the experimental estimate of training is biased
because individuals’ experimental status, R, is correlated with their likelihood of being in
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the sample. In this setting, experimental evaluations become non-experimental evalua-
tions because evaluators must make some assumption to deal with selection bias.

6. Econometric models of outcomes and program participation

The economic approach to program evaluation is based on estimating behavioral relation-
ships that can be applied to evaluate policies not yet implemented. A focus on invariant
behavioral relationships is the cornerstone of the econometric approach. Economic rela-
tionships provide frameworks within which empirical knowledge can be accumulated
across different studies. They offer guidance on the specification of empirical relationships
for any given study and the type of data required to estimate a behaviorally-motivated
evaluation model. Alternative empirical evaluation strategies can be judged, in part, by the
economic justification for them. Estimators that make economically implausible or
empirically unjustified assumptions about behavior should receive little support.

The approach to evaluation guided by economic models is in contrast with the case-by-
case approach of statistics that at best offers intuitive frameworks for motivating estima-
tors. The emphasis in statistics is on particular estimators and not on the models motivating
the estimators. The output of such case-by-case studies often does not cumulate. Since no
articulated behavioral theory is used in this approach, it is not helpful in organizing
evidence across studies or in suggesting explanatory variables or behaviorally motivated
empirical relationships for a given study. It produces estimated parameters that are very
difficult to use in answering well-posed evaluation questions.

All economic evaluation models have two ingredients: (a) a model of outcomes and (b)
a model of program participation. This section presents several prototypical econometric
models. The first was developed by Heckman (1978) to rationalize the evidence in Ashen-
felter (1978). The second rationalizes the evidence presented in Heckman and Smith
(1999) and Heckman et al. (1998b).

6.1. Uses of economic models

There are several distinct uses of economic models. (1) They suggest lists of explanatory
variables that might belong in both outcome and participation equations. (2) They some-
times suggest plausible “exclusion restrictions” - variables that influence participation but
do not directly influence outcomes, that can be used to help identify models in the presence
of self-selection by participants. (3) They sometimes suggest specific functional forms of
estimating equations motivated by a priori theory or by cumulated empirical wisdon.

6.2. Prototypical models of earnings and program participation

To simplity the discussion, and start where the published literature currently stops, assume
that persons have only one period in their lives - period % - where they have the chance to
take job training. From the beginning of economic life, = 1 up through ¢ = &, persons
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have one outcome associated with the no-training state “07:
Y()jv jzl,,k

After period k, there are two potential outcomes corresponding to the training outcome
(denoted “1°") and the no-training outcome (“0°"):

(Yoj> Y1j)s J=k+1,...,7T,

where 7 is the end of economic life.

Persons participate in training only if they apply to a program and are accepted into it.
Several decision makers may be involved: individuals, family members and bureaucrats.
Let D = 1 if a person participates in a program; D = () otherwise. Then the full description
of participation and potential outcomes is

(DYoot =1, ..k (Yo, Vit =k + 1,....T). (6.1)

As before, observed outcomes after period k can be written as a switching regression
model:

YT - DY” + (l - D)YO,.

The most familiar model and the one that is most widely used in the training program
evaluation literature assumes that program participation decisions are based on individual
choices based on the maximization of the expected present value of earnings. It ignores
family and bureaucratic influences on participation decisions.

6.3. Expected present value of earnings maximization

In period k, a prospective trainee seeks to measure the expected present value of earnings.
Earnings is the outcome of interest. The information available to the agent in period k 1s I;.
The cost of program participation consists of two components: ¢ (direct costs) and fore-
gone earnings during the training period. Training takes one period to complete. Assume
that credit markets are perfect so that agents can lend and borrow freely at interest rate r.
The expected present value of earnings maximizing decision rule is to participate in the
program (D = 1) if

& Vi ' Youy
> o ey =0, (6.2)
s Aty o (L+ry

and not to participate in the program (2 = 0) if this inequality does not hold. In (6.2), the
expectations are computed with respect to the information available to the person in period
k (). Tt is important to notice that the expectations in (6.2) are the private expectations of
the decision maker. They may or may not conform to the expectations computed against
the true ex ante distribution. Note further that 7, may differ among persons in the same
environment or may differ among environments. Many variables external to the model



1916 J. J. Heckman erf al.

may belong in the information sets of persons. Thus friends, relatives and other channels of
information may affect personal expectations.®

The following are consequences of this decision rule. (a) Older persons, and persons
with higher discount rates, are less likely to take training. (b) Earnings prior to time period
k are irrelevant for determining participation in the program except for their value in
forecasting future earnings (i.c., except as they enter the person’s information set I).
(c) Only current costs and the discounted gain to earnings determine participation in the
program. Persons with lower foregone earnings and lower direct costs of program parti-
cipation are more likely to go into the program. (d) Any dependence between the realized
(measured) income at date + and D is induced by the decision rule. It is the relationship
between the expected outcomes at the time decisions are made and the realized outcomes
that generate the structure of the bias for any econometric estimator of a model.

This framework underlies much of the empirical work in the literature on evaluating job
training programs (see, e.g., Ashenfelter, 1978; Bassi, 1983, 1984; Ashenfelter and Card,
1985). We now consider various specializations of it.

6.3.1. Common treatment effect

As discussed in Section 3, the common treatment effect model is implicitly assumed in
much of the literature evaluating job training programs. It assumes that ¥), — ¥y, = «a,
t > k, where «, is a common constant for everyone. Another version writes «;, as a
function of X, a,(X). We take it as a point of departure for our analysis. The model we
first presented was in Heckman (1978). Ashenfelter and Card (1985) and Heckman and
Robb (1985a, 1986a) develop it. In this model, the effect of treatment on the treated and
the effect of randomly assigning a person to treatment come to the same thing, i.e., E(Yy, —
Yor | X, D= 1) =E(Y,, — ¥y, | X) since the difference between the two income streams is
the same for all persons with the same X characteristics. Under this model, decision rule
(6.2) specializes to the discrete choice model

. Oy j
D=1, fE —t— —c=Yy | I}] =0,
I szl 0+ 7y c— Yy | 1) 0
D=0, otherwise. (6.3)

If the «; are constant in all periods and 7 is large (7'~ o) the criterion simplifies to

D=1, ifE(E—c—yUkuk)zo,
r

D=0, otherwise. (6.4)

% A sharp contrast between a model of perfect certainly and model of uncertainty is that the latter introduces
the possibility of incorporating many more “explanatory variables™ in the model in addition to the direct objects
of the theory.
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Even though agents are assumed to be farsighted, and possess the ability to make
accurate forecasts, the decision rule is simple. Persons compare current costs (both direct
costs ¢ and foregone earnings, ¥;,) with expected future rewards

T—k

ak.w
2 (1+7ry 4

=1

Future rewards are the same for everyone of the same age and with the same discount rate.
Future values of ¥, do not directly determine participation given Y. The link between D
and Yy, t > k, comes through the dependence with Y, and any dependence on cost c¢. It
one knew, or could proxy, Yy and ¢, one could condition on these variables and eliminate
selective differences between participants and non-participants. Since returns are identical
across persons, only variation across persons in the direct cost and foregone earnings
components determine the variation in the probability of program participation across
persons. Assuming that ¢ and ¥, are unobserved by the econometrician, but known to
the agent making the decision to go into training,

Tk
Kptj
Pr(D=1)=P — >4+ Y
I( ) r i; a+r) c Ok

In the case of an infinite-horizon, temporally-constant treatment effect, «, the expression
simplifies to

Pr(D = 1) = Pr(% > ¢+ Y()k).

This simple model is rich enough to be consistent with Ashenfelter’s dip. As discussed
in Section 4, the “dip” refers to the pattern that the earnings of program participants
decline just prior to their participation in the program. If earnings are temporarily low
in enrollment period k, and ¢ does not offset Yy, persons with low earnings in the enroll-
ment period enter the program. Since the return is the same for everyone, it is low
opportunity costs or tuition that drive program participation in this model. If the «, ¢ or
Yo depend on observed characteristics, one can condition on those characteristics in
constructing the probability of program participation.

This model is an instance of a more general approach to modelling behavior that is used
in the economic evaluation literature. Write the net utility of program participation of the
decision maker as /N. An individual participates in the program (D = 1) if and only if
IN > 0. Adopting a separable specification, we may write

IN = H(X) — V.

In terms of the previous example,
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T—k
HX) = >

j=1

Xt 5
(1+ry

is a constant, and V = ¢ + Y. The probability that D = 1 given X is

Pr(D=1|X) =Pr(V < H(X) | X). (6.5)
If Vis stochastically independent of X, we obtain the important special case

Pr(D = 1| X) =Pr(V < H(X)),

which is widely assumed in econometric studies of discrete choice.”
If V is normal with mean w, and variance 0\2/, then

H(X) — u, )

Ty

Pr(D = 1| X) = Pr(V < H(X)) = cp( (6.6)

where @ is the cumulative distribution function of a standard normal random variable. If V
is a standardized logit,

exp(H(X))
1 + exp(H(X))

PriD=1[|X)=

Although these functional forms are traditional, they are restrictive and are not required.
Conditions for non-parametric identifiability of Pr(D = 1 | X) given different assump-
tions about the dependence of X and V are presented in Cosslett (1983), and Matzkin
(1992). Cosslett (1983), Matzkin (1993) and Ichimura (1993) consider non-parametric
estimation of H and the distribution of V. Lewbel (1998) demonstrates how discrete
choice models can be identified under much weaker assumptions than independence
between X and V. Under certain conditions, information about agent decisions to parti-
cipate in a training program can be informative about their preferences and the outcomes
of a program.

Heckman and Smith (1998a) demonstrate conditions under which knowledge of the
self-selection decisions of agents embodied in Pr(D = 1| X) is informative about the
value of Y, relative to ¥, In the Roy model (see, e.g., Heckman and Honoré, 1990),
IN=Y, =Yy = (X)) — poX)) + (U, — Uy). Assuming X 1is independent of
U, — Uy, from self-selection decisions of persons into a program it is possible to estimate
wi{X) — po(X) up to scale, where the scale is [Var(U; — Ug)]"%. This is a standard result
in discrete choice theory. Thus in the Roy model it is possible to recover E(Y, — ¥, | X) up
to scale just from knowledge of the choice probability. Under additional assumptions on
the support of X, Heckman and Smith (1998a) demonstrate that it is possible to recover the
full joint distribution F(y,,y; | X) and to answer all of the evaluation questions about

* Conditions for the existence of a discrete choice random utility representation of a choice process are given
in McLennan (1990).
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means and distributions posed in Section 3. Under more general self-selection rules, it is
still possible to infer the personal valuations of a program from observing selection into
the program and attrition from it. The Roy model is the one case where personal evalua-
tions of a program, as revealed by the choice behavior of the agents studied, coincide with
the “objective” evaluations based on Y| — Y.

Within the context of a choice-theoretic model, it is of interest to consider the assump-
tions that justify the three intuitive evaluation estimators introduced in Section 4, starting
with the cross-section estimator (4.3) — which is valid if assumption (4.A.3) is correct.
Given decision rule (6.3), under what conditions is it plausible to assume that

E(Y, |D=1)=E, |D=0), >k (4.A.3)

so that cross-section comparisons identify the true program effect? (Recall that in a model
with homogeneous treatment impacts, the various mean treatment effects all come to the
same thing.) We assume that evaluators do not observe costs nor do they observe Yy, for
trainees.

Assumption (4.A.3) would be satisfied in period 1 if

Q. Ayt
YO['Z ] _C"’YOkEO :E YOIIZm_C_YOk<O,[>k.

One way this condition can be satisfied is if earnings are distributed independently over
time (Yy; independent of Yy,), ¢ > k, and direct costs ¢ are independent of Y, t > k. More
generally, only independence in the means with respect to ¢ + Yy is required.™ If the
dependence in earnings vanishes for earnings measured more than { periods apart (e.g., if
earnings are a moving average of order /), then for r > k + [, assumption (4.A.3) would be
satisfied in such periods.

Considerable evidence indicates that earnings have an autoregressive component (see,
e.g., Ashenfelter, 1978; MaCurdy, 1982; Ashenfelter and Card, 1985; Farber and
Gibbons, 1994). Then (4.A.3) seems implausible except for special cases.”’ Moreover if
stipends (a component of ¢) are determined in part by current and past income because
they are targeted toward low-income workers, then (4.A.3) is unlikely to be satisfied.

Access to better information sometimes makes it more likely that a version of assump-
tion (4.A.3) will be satisfied if it is revised to condition on observables X:

E(Yy | D= 1,X)=E¥, | D=0,X). (4.A.3)
In this example, let X = (¢, Yiy,). Then if we observe Yy, for everyone, and can condition on

it, and if ¢ is independent of Yy, given Y, then

* Formally, it is required that E(Yy, | ¢ 4 ¥p,) does not depend on ¢ and Yy, for all £ > k.

3! Note, however, much of this evidence is for log earnings and not earnings levels.
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T~k

Xt
E(Yy,, | D=1,Yy,)=E{Y 57.—1’ = ¢, Y
(Yo | ok) 01|j1 1+ ry ok = G Lok

= E(Yy, | Yor) = E(, | D = 0, Yop).

Then for common values of Yy, assumption (4.A.3") is satisfied for X = Yy,.
Tronically, using too much information may make it difficult to satisfy (4.A.3"). To see
this, suppose that we observe ¢ and Yy, and X = (c, ¥ ). Now

E(Y,, I D =1,(c, Yy)) = E(Yy, | c, Yor)
and
E(Yy | D =0,(c, Yo} = E(Yy, | ¢, ¥ip)

because ¢ and Yy, perfectly predict D. But (4.A.3") is not satisfied because decision rule
(6.3) perfectly partitions the (c,Yy) space into disjoint sets. There are no common values of
X = (c, Yy;) such that (4.A.3") can be satisfied. In this case, the “regression discontinuity
design” estimator of Campbell and Stanley (1966) is appropriate. We discuss this esti-
mator in Section 7.4.6.

If we assume that

0<Pr(D=1]X)<1,

we rule out the phenomenon of perfect predictability of D given X. This condition guar-
antees that persons with the same X values have a positive probability of being both
participants and non-participants.** Ironically, having too much information may be a
bad thing. We need some “random” variation that places observationally equivalent
people in both states. The existence of this fortuitous randomization lies at the heart of
the method of maiching.

Next consider assumption (4.A.1). It is satisfied in this example if in a time homoge-
neous environment, a “fixed effect” or “components of variance structure” characterizes
Y,, so that there is an invariant random variable ¢ such that Y, can be written as

YO[ - Bl + QP + UO[: for all ¢ (67)

and E(U,, | ¢) = 0 for all 7, where the U, are mutually independent, and ¢ is independent
of Uy. If Y, is earnings, then ¢ is “permanent income” and the U, are “transitory
deviations” around it. Then using (6.3) for t > k > ¢, we have

E(Yy, — Yo | D=1)= B8, — By,
since E(Uy, | D= 1) — E(Uy, | D = 1) = 0.

From the assumption of time homogeneity, 8, = B,. Thus assumption (4.A.1) is satis-

* This is one of two conditions that Rosenbaum and Rubin (1983) call “strong ignorability” and is central to
the validity of matching. We discuss these conditions further in Section 7.3.
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fied and the before-after estimator identifies «,. It is clearly not necessary to assume that
the Uy, are mutually independent, just that

E(Uy — Uy | D=1 =0, (6.8)

1.e., that the innovation Uy, — Uy is mean independent of Uy, + c¢. In terms of the
economics of the model, it is required that participation does not depend on transitory
innovations in earnings in periods ¢ and f’. For decision model (6.3), this condition is
satisfied as long as Uy is independent of Uy, and Uy, or as long as Uy, + ¢ is mean
independent of both terms.

If, however, the Uy, are serially correlated, then (4.A.1) will generally not be satisfied.
Thus if a transitory decline in earnings persists over several time periods (as seems to be
true as a consequence of Ashenfelter’s dip), so that there is stochastic dependence of
(UpUpry with Uy, then it is unlikely that the key identifying assumption is satisfied.
One special case where it is satisfied, developed by Heckman (1978) and Heckman and
Robb (1985a) and applied by Ashenfelter and Card (1985) and Finifter (1987) among
others, is a “symmetric differences” assumption. If f and ¢’ are symmetrically aligned (so
that t =k + [ and ' = k — [) and conditional expectations forward and backward are
symmetric, so that

E(Uy | ¢ + Be + Ug) = E(Ugy | ¢ + B + Uy, (6.9)

then assumption (4.A.1) is satisfied. This identifying condition motivates the symmetric
differences estimator discussed in Section 7.6.

Some evidence of non-stationary wage growth presented by Farber and Gibbons (1994),
MaCurdy (1982), Topel and Ward (1992) and others suggests that earnings can be
approximated by a “random walk”™ specification. If

Yo =B+ 0+ v (6.10)

where the v; are mean zero, mutually independent and identically-distributed random
variables independent of 7, then (6.8) and (6.9) will not generally be satisfied. Thus
even if conditional expectations are linear, both forward and backward, it does not follow
that (4.A.1) will hold. Let the variance of 1 and the variance of v; be finite. Assume that
E(n) = 0. Suppose ¢ is independent of all the v; and 1, and

E(Uy, | ¢ + B, + Uy) LA E(c))
c L) = c . — E(c
O k Of 0%+0%;+k0% 0k
and
E(Uy | ¢+ By + Uy) = o)+ 10 (c + Uy, — E(0))
0r' k ok — 0_2 '|‘0'2 +k0‘2 Ok .
¢ n v

. 2
These two expressions are not equal unless o, = 0.
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A more general model that is consistent with the evidence reported in the literature writes
Yor = po(X) + m + Uy,

where

i

K
Uy = ZPQ;‘ Upy—j t D myiv—j,
J=1 =1

where the v, _; satisfy E(v,_;) = 0 at all leads and lags, and are uncorrelated with 7, and
where Uy, is an autoregression of order k and moving average of length m. Some authors like
MaCurdy (1982) or Gibbons and Farber (1994) allow the coefficients (p;,my,) to depend on ¢
and do not require that the innovations be identically distributed over time. For the loga-
rithim of white male earnings in the United States, MaCurdy (1982) finds that a model with a
permanent component (1), plus one autoregressive coefficient (k = 1) and two moving
average terms (m = 2) describes his data.*® Gibbons and Farber report similar evidence.

These times series models suggest generalizations of the before—after estimator that
exploit the longitudinal structure of earnings processes but work with more general types
of differences that align future and past earnings. These are developed at length in Heck-
man and Robb (1982, 1985a, 1986a), Heckman (1998a) and in Section 7.6.

If there are “time effects,” so that 8, # B, (4.A.1) will not be satisfied. Before—after
estimators will confound time effects with program gains. The “difference-in-differences”
estimator circumvents this problem for models in which (4.A.1) is satisfied for the unob-
servables of the model but 8, # B,. Note, however, that in order to apply this assumption
it is necessary that time effects be additive in some transformation of the dependent
variable and identical across participants and non-participants. If they are not, then
(4.A.2) will not be satisfied. For example, if the decision rule for program participation
is such that persons with lower lifecycle wage growth paths are admitted into the program,
or persons who are more vulnerable to the national economy are trained, then the assump-
tion of common time (or age) effects across participants and non-participants will be
inappropriate and the difference-in-differences estimator will not identify true program
1impacts.

6.3.2. A separable representation

In implementing econometric evaluation strategies, it is common to control for observed
characteristics X. Invoking the separability assumption, we write the outcome equation for
Yy as

Yor = 0/(X) + Uy,

where go; 18 a behavioral relationship and Uy has a finite mean conditioning on X. A
parallel expression can be written for Y

Yy, =g (X)+ U,

** The estimated value of py, is close to 1 so that the model is close is a random walk in levels of log earnings.
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The expression for gg(X) is a structural relationship that may or may not be different from
woLX), the conditional mean. It is a ceteris paribus relationship that informs us of the effect
of changes of X on Y, holding Uy, constant. Throughout this chapter we distinguish w,
from g, and o, from go,. For the latter, we allow for the possibility that E(U}, | X) # 0 and
E(U,, | X) # 0. The separability enables us to isolate the effect of self selection, as it
operates through the “error term”, from the structural outcome equation:

E(Y,, | D=0,X) = gu(X) + E(Uy, | D =0,X). (6.11a)

E(Y;, | D=1,X)=g,(X) + EU;; | D= L.X). (6.11b)

The go(X) and g,(X) functions are invariant across different conditioning schemes and
decision rules provided that X is available to the analyst. One can borrow knowledge of
these functions from other studies collected under different conditioning rules including
the conditioning rules that define the samples used in social experiments. Although the
conditional mean of the errors differs across studies, the gq{(X) and analogous g;(X)
functions are invariant across studies. If they can be identified, they can be meaningfully
compared across studies, unlike the parameter treatment on the treated which, in the case
of heterogenecous response to treatment that is acted on by agents, differs across programs
with different decision rules and different participant compositions.

A special case of this representation is the basis for an entire literature. Suppose that

(P.1) The random utility representation is valid.

Further, suppose that

(P.2) (Uy, Uy, V) X (I denotes stochastic independence)
and finally assume that

(P.3) the distribution of V, F(V), is strictly mcreasing in V.

Then

E(Uy | D= 1,X) = Ky, (Pr(D = 1 | X)). (6.12a)
and

EU, | D=1,X)=K,,PrD = 1 | X)).** (6.12b)

* The proof is immediate. The proof of (6.12b) follows by similar rcasoning. We follow Heckman {1980) and
£
Heckman and Robb (1985a, 1986b). Assume that U,V are jointly continuous random variables, with density
f(Uy, V| X). From (P.2) f(Uq,., V | X) = f(Uy,, V). Thus
{20 Uy T75) 1(U,, VYAV dU,
[ fvyav '

ElUy | X, D=1)=

Now

H(X

)
PiD=11X)= J Jfndv.

oo

Inverting, we obtain H(X) = Fy (Pr(D = 1 | X)). Thus

[ Une [70 P70 g4, VIV Uy, a _
= Ko (Pr(D = 1] X)).
PeD=1[X%

EUy, | X,.D=1)=
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The mean error term is a function of P, the probability of participation in the program.
This special case receives empirical support in Heckman et al. (1997a, 1998b). It enables
analysts to characterize the dependence between Uy, and X by the dependence of Uy, on
Pr(D = 1 | X) which is a scalar function of X. As a practical matter, this greatly reduces the
empirical task of estimating selection models. Instead of having to explore all possible
dependence relationships between U and X, the analyst can confine attention to the more
manageable task of exploring the dependence between U and Pr(D = 1 | X). An investi-
gation of the effect of conditioning on program eligibility rules or self-selection on Y,
comes down to an investigation of the effect of the conditioning on Y, as it operates
through the probability P. It motivates a focus on the determinants of participation in
the program in order to understand selection bias and it is the basis for the “control
function” estimators developed in Section 7.

If, however, (P.2) is not satisfied, then the separable representation is not valid. Then it
is necessary to know more than the probability of participation to characterize
E(Uy, | X, D = 1).In this case it is necessary to characterize both the dependence between
Uy, and X given D = 1 and the probability of participation.

6.3.3. Variable treatment ¢effect
A more general version of the decision rule, given by (6.2), allows (¥},,Y;,) to be a pair of
random variables with no necessary restriction connecting them. In the more general case,

G(IZY”_Y(),, 1>k

is now a random variable. In this case, as previously discussed in Sectien 3, there is a
distinction between the parameter “the mean effect of treatment on the treated” and the
“mean effect of randomly assigning a person with characteristics X into the program”.

In one important case discussed in Heckman and Robb (1985a), the two parameters
have the same ex post mean value even if treatment effect «, is heterogeneous after
conditioning on X. Suppose that «, is unknown to the agent at the time enrollment
decisions are made. The agent forecasts «, using the information available in his/her
information set I,. E(a, | {;) is the private expectation of gain by the agent. If ex post
gains of participants with characteristics X are the same as what the ex post gains of non-
participants would have been had they participated, then the two parameters are the same.
This would arise if both participants and non-participants have the same ex ante expected
gains

Bo | D= 1,1) = B(a, | D=0,1,) = Ble, [ ),
and if
ElE(e, | 1) | X,D = 11 =E[E(e, | ) | X, D = 0],

where the expectations are computed with respect to the observed ex-post distribution of
the X. This condition requires that the information in the participant’s decision set has the
same relationship to X as it has for non-participants. The interior expectations in the
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preceding expression are subjective. The exterior expectations in the expression are
computed with respect to distributions of objectively observed characteristics. The condi-
tion for the two parameters to be the same is

E[E(x, | ,,D=1)|X,D=11=E[E(e, | [,,D=0) | X,D =0].

As long as the ex-post objective expectation of the subjective expectations is the same,
the two parameters E(w, | X, D = 1) and E(w, | X) are the same. This condition would be
satisfied if, for example, all agents, irrespective of their X values, place themselves at the
mean of the objective distribution, i.e.,

E(e, | [, D=1)=E(e, | I,,D = 0) = @&,

(see, e.g., Heckman and Robb, 1985a). Differences across persons in program participa-
tion are generated by factors other than potential outcomes. In this case, the ex-post
surprise,

(o, — a,)

does not depend on X or D in the sense that
E(a, — @&, | X,D=1)=0.

So

EY, - Y, lX,D=1)=a,.

This discussion demonstrates the importance of understanding the decision rule and its
relationship to measured outcomes in formulating an evaluation model. If agents do not
make their decisions based on the unobserved components of gains from the program or on
variables statistically related to those components, the analysis for the common coefficient
model presented in section {a) remains valid even if there is variability in U/}, — U,,. If
agents anticipate the gains, and base decisions on them, at least in part, then a different
analysis is required.

The conditions for the absence of bias for one parameter are different from the condi-
tions for the absence of bias for another parameter. The difference between the “random
assignment” parameter E(Y,, — ¥, | X) and the “treatment on the treated” parameter is
the gain in the unobservables going from one state to the next:

BU, — Uy | X, D=1 =E@&4 | X,D=1) - E(4, | X).

The only way to avoid bias for both mean parameters is if E(U;, — Uy, | X, D= 1) = (.

Unlike the other estimators, the before—after estimators are non-robust to time effects
that are common across participants and non-participants. The difference-in-differences
estimators and the cross-section estimators are unbiased under different conditions. The
cross-section estimators for the period f common effect and the “treatment on the treated”
variable-effect version of the model require that mean unobservables in the no-program
state be the same for participants and non-participants. The difference-in-differences
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estimator requires a balance of the bias in the change in the unobservables from period +
to period 1. If the cross-section conditions for the absence of bias are satisfied for all £, then
the assumption justifying the difference-in-differences estimator is satisfied.

However, the converse is not true. Even if the conditions for the absence of bias in the
difference-in-differences estimator are satisfied, the conditions for absence of bias for the
cross-section estimator are not necessarily satisfied. Moreover, failure of the difference-in-
differences condition for the absence of bias does not imply failure of the condition for
absence of bias for the cross-section estimator. Ashenfelter’s dip provides an empirically
relevant example of this point. If ' is measured during the period of the dip, but the dip is
mean-reverting in post-program periods, then the condition for the absence of cross-
section bias could be satisfied because post-program, there could be no selective differ-
ences among participants.

6.3.4. Imperfect credit markets

How robust is the analysis of Sections 6.2 and 6.3, and in particular the conditions for bias,
to alternative specifications of decision rules and the economic environments in which
individuals operate? To answer this question, we first reexamine the decision rule after
dropping our assumption of perfect credit markets. There are many ways to model imper-
fect credit markets. The most extreme approach assumes that persons consume their
earnings each period. This changes the decision rule (6.2) and produces a new interpreta-
tion for the conditions for absence of bias. Let (G denote a time-separable strictly concave
utility function and let 8 be a subjective discount rate. Suppose that persons have exogen-
ous income flow 7, per period. Expected utility maximization given information I
produces the following program participation rule:

D=

T—k
Lif E[ B'G(Y 1+ Migj) — GXo g+ M)+ Gl — ) — Gy + mp) | Ik] = 0;
1

j
0 otherwise.

(6.13)

As in the previous cases, earnings prior to time period k are only relevant for forecasting
future earnings (i.e., as elements of /). However, the decision rule (6.2) is fundamentally
altered in this case. Future earnings in both states determine participation in a different
way. Common components of earnings in the two states do not difference out unless G is a
linear function.™

Consider the permanent-transitory model of Eq. (6.7). That model is favorable to the
application of longitudinal before—after estimators. Suppose that the Uy, are independent
and 1dentically distributed, and there is a common-effect model. Condition (6.8) is not

** Due to the non-linearity of G, there are wealth effects in the decision to take training.
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satisfied in a perfect foresight environment when there are credit constraints, or in an
environment in which the Uy, can be partially forecast,™ because for ¢ > k > ¢’

E(Uy | X,D=1)#0

even though

EUy | X,D=1)=0

SO

E(Uy, — Uy | X, D= 1) # 0.

The before—after estimator is now biased. So is the difference-in-differences estimator. If,
however, the Uy, are not known, and cannot be partially forecast, then condition (6.8) is
valid, so both the before—after and difference-in-differences estimators are unbiased.

Even in a common effect model, with Y, (or Uy,) independently and identically distrib-
uted, the cross-section estimator is biased for period ¢ > k in an environment of perfect
certainty with credit constraints because [ depends on Y, through decision rule (6.13). On
the other hand, if ¥, is not forecastable with respect to the information in [, the cross-
section estimator is unbiased.

The analysis in this subsection and the previous subsections has major implications for a
certain style of evaluation research. Understanding the stochastic model of the outcome
process is not enough. It is also necessary to know how the decision-makers process the
information, and make decisions about program participation.

6.3.5. Training as a form of job search

Heckman and Smith (1999) find that among persons eligible for the JTPA program, the
unemployed are much more likely to enter the program than are other eligible persons.
Persons are defined to be unemployed if they are not working but report themselves as
actively seeking work. The relationship uncovered by Heckman and Smith is not due to
eligibility requirements. In the United States, unemployment is not a precondition for
participation in the program.

Several previous studies suggest that Ashenfelter’s dip results from changes in labor
force status, instead of from declines in wages or hours among those who work. Using
even a crude measure of employment rates, namely whether a person was employed at all
during a calendar year, Card and Sullivan (1988) observed that US CETA training parti-

¥ “Partially forecastable” means that some component of Uy, resides in the information set [,. That is, letting
f( | x) be the density of ¥ given X, f(Uy, | 1,) # f(Uy,) so that I, predicts Uy, in this sense. One could define
“moment forecastability” using conditional expectations of certain moments of function “o”. If
E(e(Uy,) | 1) # B(p(Up,)), then @(Up) is partially moment forecastable using the information in {,. More
formally, a random variable is fally-forecastable if the o-algebra generating U, is contained in the o-algebra
of I, It is partially forecastable if the complement of the projection of the ¢-algebra of U, onto the o-algebra of [
is not the empty set. It is fully unforecastable if the projection of the o-algebra of Uy, onto the o-algebra of I is the
empty set.
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cipants’ employment rates declined prior to entering training.”” Their evidence suggests
that changes in labor force dynamics instead of changes in earnings may be a more precise
way to characterize participation in training.

Heckman and Smith (1999) show that whether or not a person is employed, unemployed
(not employed and looking for work), or out of the labor force is a powerful predictor of
participation in training programs. Moreover, they find that recent changes in labor force
status are important determinants of participation for all demographic groups. In particu-
lar, eligible persons who have just become unemployed, either through job loss or through
re-entry into the labor force, have the highest probabilities of participation. For women,
divorce, another form of job termination, is a predictor of who goes into training. Among
those who either are employed or out of the labor force, persons who have recently entered
these states have much higher program participation probabilities than persons in those
states for some time. Their evidence is formalized by the model presented in this section.

The previous models that we have considered are formulated in terms of levels of costs
and earnings. When opportunity costs are low, or tuition costs are low, persons are more
likely to enter training. The model presented here recognizes that changes in labor force
states account for participation in training. Low earnings levels are a subsidiary predictor
of program participation that are overshadowed in empirical imporiance by unemploy-
ment dynamics in the analyses of Heckman and Smith (1999).

Persons with zero earnings differ substantially in their participation probabilities
depending on their recent labor force status histories. Yet, in models based on pre-training
earnings dynamics, such as the one presented in Section 6.3, such persons are assumed to
have the same behavior irrespective of their labor market histories.

The importance of labor force status histories also is not surprising given that many
employment and training services, such as job search assistance, on-the-job training at
private firms, and direct placement are all designed to lead to immediate employment. By
providing these services, these programs function as a form of job search for many
participants. Recognizing this role of active labor market policies is an important devel-
opment in recent research. It indicates that in many cases, participation in active labor
market programs should not be modeled as if it were like a schooling decision, such as we
have modeled it in the preceding sections.

In this section, we summarize the evidence on the determinants of participation in the
program and construct a simple economic model in which job search makes two contribu-
tions to labor market prospects: (a) it increases the rate of arrival of job offers and (b) it
improves the distribution of wages in the sense of giving agents a stochastically dominant
wage distribution compared to the one they face without search. Training is one form of
unemployment that facilitates job search. Different training options will produce different
job prospects characterized by different wage and layoff distributions. Searchers might
participate in programs that subsidize the rate of arrival of job offers (JSA as described in

" Ham and LaLonde (1990) report the same result using semi-monthly employment rates for adult women
participating in NSW.
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Section 2), or that improve the distribution from which wage offers are drawn (i.e., basic
educational and training investments).

Instead of motivating participation in training with a standard human capital model, we
motivate participation as a form of search among options. Because JSA constitutes a large
component of active labor market policy, it is of interest to see how the decision rule is
altered if enhanced job search rather than human capital accumulation is the main factor
motivating individuals’ participation in these programs.

Our model 1s based on the idea that in program j, wage offers arrive from a distribution
F;atrate A;. Persons pay ¢; to sample from F. (The costs can be negative). Assume that the
arrival times are statistically independent of the wage offers and that arrival times and
wage olffers from one search option are independent of the wages and arrival times of other
search options. At any point in time, persons pick the search option with the highest
expected return. To simplify the analysis, suppose that all distributions are time invariant
and denote by N the value of non-market time. Persons can select among any of J options,
denoted by j. Associated with each option is a rate at which jobs appear, A, Let the
discount rate be r. These parameters may vary among persons but for simplicity we
assume that they are constant for the same person over time. This heterogeneity among
persons produces differences among choices in training options, and differences in the
decision to undertake training.

In the unemployed state, a person receives a non-market benefit, N. The choice between
search from any of the training and job search options can be written in “Gittens Index”
form (see, e.g., Berry and Fristedt, 1985). Under our assumptions, being in the non-market
state has constant per-period value N irrespective of the search option selected. Letting V.
be the value of employment arising from search option j, the value of being unemployed
under training option j is

vju

=N = ¢ T Bma Vi Vil +

V. . 6.14a)
r 1+r ( a

The first term, (N — ¢;), is the value of non-market time minus the j-specific cost of search.
The second term is the discounted product of the probability that an offer arrives next
period if the jth option is used, and the expected value of the maximum of the two options:
work (valued at Vj,) or unemployment (V},). The third term is the probability that the
person will continue to search times the value of doing so. In a stationary environment, if it
is optimal to search from j today, it is optimal to do so tomorrow.

Let o, be the exogenous rate at which jobs disappear. For a job holder, the value of
employment is V,:

e IV 6.14b)
Vie=Y; + ————Vie + 7 Elmax(Viy, Vi)l (6.4

Vi, 1s the value of optimal job search under j. The expression consists of the current flow of
earnings (V)) plus the discounted (1/1 + r) expected value of employment (V) times the

probability that the job is retained (1 — a;,). The third term arises from the possibility that
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a person loses his/her job (this happens with probability (o)) times the expected value of
the maximum of the search and non-market value options (Vy).

To simplify this expression, assume that V;, > V). If this is not so, the person would
never search under any training option under any event. In this case, V,, simplifies to

(1 - je) T
V,=Y + Vi, + -V,
- ! I+r 7 147"
SO
T 1+ Y,
e = / i T ( " . (6.14c)
r+ oj, r+ oy

Substituting (6.14c¢) into (6.14a), we obtain, after some rearrangement,

o (1 -+ ?')(N - ]) + /\jEj(Vje I Vjc = V/u)Pl(YJ = ‘Gu(r/(l + i”)))
ju r+ APr(Y; > Vo (¢/(1 + 1)) ”

In deriving this expression, we assume that the environment is stationary so that the
optimal policy at time 7 is also the optimal policy at ¢’ provided that the state variables
are the same in each period.

The optimal search strategy is

J = argmax {V,, }
J
provided that V;,, > V) for at least one j. The lower ¢; and the higher A ;, the more attractive
is option j. The larger the F; — in the sense that j stochastically dominates j’ (Fi(x) < Fu(x)),
so more of the mass of F; is the upper portion of the distribution — the more attractive is
option j. Given the search options available to individuals, enrollment in a job training
program may be the most effective option.
The probability that training from option j lasts 7; = ¢; periods or more is

Pr(T; = 1)) = [1 = A(1 = F;(V, (/1 + )],

where 1 — A1 = Fi(V,(#/(1 + 7)))) is the sum of the probability of receiving no offer
(I —A;) plus the probability of receiving an offer that is not acceptable
(N F5(V;,, (r/(1 + 1)))). This model is non-linear in the basic parameters. Because of this
non-linearity, many estimators relying on additive separability of the unobservables, such
as difference-in-differences or the fixed effect schemes for eliminating unobservables, are
ineffective evaluation estimators.

This simple model summarizes the available empirical evidence on job training
programs. (a) It rationalizes variability in the length of time persons with identical char-
acteristics spend in training. Persons receive different wage offers at different times and
leave the program to accept the wage offers at different dates. (b) It captures the notion that
training programs might facilitate the rate of job arrivals — the A; (this is an essential
function of “job search assistance” programs) or they might produce skills — by improving
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the F; — or both. (c) It accounts for why there might be recidivism back into training
programs. As jobs are terminated (at rate o), persons re-enter the program to search for a
replacement job. Recidivism is an important feature of major job training programs. Trott
and Baj (1993) estimate that as many as 20% of all JTPA program participants in Northern
Illinois have been in the program at least twice with the modal number being three. This
has important implications for the contamination bias problem that we discuss in Section
7.7.

A less attractive feature of the model is that persons do not switch search strategies. This
is a consequence of the assumed stationarity of the environment and the assumption that
agents know both arrival rates and wage offer distributions. Relaxing the stationarity
assumption produces switching among strategies which seems to be consistent with the
evidence. A more general — but less analytically tractable model — allows for learning
about wage offer distributions as in Weitzman (1979). In such a model, persons may
switch strategies as they learn about the arrival rates or the wage offers obtained under
a given strategy. The learning can take place within each type of program and may also
entail word of mouth learning from fellow trainees taking the option.

Weitzman’s model captures this idea in a very simple way and falls within the Gitten’s
index framework. The basic idea is as follows. Persons have J search options. They pick
the option with the highest value and take a draw from it. They accept the draw if the value
of the realized draw is better than the expected value of the best remaining option.
Otherwise they try out the latter option. If the draws from the J options are independently
distributed, a Gittens-index strategy describes this policy. In this framework, unemployed
persons may try a varicty of options — including job training — before they take a job, or
drop out of the labor force.

One could also extend this model to allow the value of non-market time, N, to become
stochastic. If NV fluctuates, persons would enter or exit the labor force depending on the
value of N. Adding this feature captures the employment dynamics of trainees described
by Card and Sullivan (1988).

In this more general model, shocks to the value of leisure or termination of previous jobs
make persons contemplate taking training. Whether or not they do so depends on the value
of training compared to the value of other strategies for finding jobs. Allowing for these
considerations produces a model broadly consistent with the evidence presented in Heck-
man and Smith (1999) that persons enter training as a consequence of displacement from
both the market and non-market sector.

The full details of this model remain to be developed. We suggest that future analyses of
program participation be based on this empirically more concordant model. For the rest of
this chapter, however, we take decision rule (6.2) as canonical in order to motivate and
justify the choice of alternative econometric estimators. We urge our readers to modify our
analysis to incorporate the lessons from the framework of labor force dynamics sketched
here.
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6.4. The role of program eligibility rules in determining participation

Several institutional features of most training programs suggest that the participation rule
is more complex than that characterized by the simple model presented above in Section
6.3. For example, eligibility for training is often based on a set of objective criteria, such as
current or past earnings being below some threshold. In this instance, individuals can take
training at time & only if they have had low earnings, regardless of its potential benefit to
them. For example, enrollees satisfy

(Y/F_Yi _C['>0 (6.15)

and the eligibility rule ¥, << K where K is a cutoff level. More general eligibility rules
can be analyzed in the same framework.

The universality of Ashenfelter’s dip in pre-program earnings among program partici-
pants occurs despite the substantial variation in eligibility rules among training programs.
This suggests that earnings or employment dynamics drive the participation process and
that Ashenfelter’s dip is not an artifact of eligibility rules. Few major training programs in
the United States have required earnings declines to qualify for program eligibility.
Certain CETA programs in the late 1970s required participants to be unemployed during
the period just prior to enrollment, while NSW required participants to be unemployed at
the date of enrollment. MDTA contained no eligibility requirements, but restricted train-
ing stipends to persons who were unemployed or “underemployed.””® For the JTPA
program, eligibility has been confined to the economically disadvantaged (defined by
low family income over the past 6 months, participation in a cash welfare program or
Food Stamps or being a foster child or disabled). There is also a 10% “audit window™ of
eligibility for persons facing other unspecified “barriers to employment.”

It is possible that Ashenfelter’s dip results simply from a mechanical operation of
program eligibility rules that condition on recent earnings. Such rules select individuals
with particular types of earnings patterns into the eligible population. To illustrate this
point, consider the monthly earnings of adult males who were eligible for JTPA in a given
month from the 1986 panel of the US Survey of Income and Program Participation (SIPP).
For most people, eligibility is determined by family earnings over the past 6 months. The
mean monthly earnings of adult males appear in Fig. 1 aligned relative to month %, the
month when eligibility is measured. The figure reveals a dip in the mean earnings of adult

* Eligibility for CETA varied by subprogram. CETA’s controversial Public Sector Employment (PSE)
program required participants to have experienced a minimum number of days of unempioyment or “under-
employment” just prior to enroliment. In general, persons became eligible for other CETA programs by having a
low income or limited ability in English. Considerable discretion was left to the states and training centers to
determine who enrolled in the program. By contrast, the NSW eligibility requirements were quite specific. Adult
women had to be on AFDC at the time of enrollment, have received AFDC for 30 of the last 36 months, and have
a youngest child age 6 years or older. Youth in the NSW had to be age 17-20 years with no high school diploma or
equivalency degree and have not been in school in the past 6 months. In addition, 50% of youth participants had to
have had some contact with the criminal justice system (Hollister et al., 1984},
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male eligibles centered in the middle of the six month window over which family income
is measured when determining JTPA eligibility.

Fig. 1 also displays the mean earnings of adult males in the experimental control group
from the NJS.”” The earnings dip for the controls, who applied and were admitted to the
program, is larger than for the sample of JTPA eligibles from the SIPP. Moreover, this dip
reaches its minimum during month & rather than 3 or 4 months before as would be
indicated by the operation of eligibility rules. The substantial difference between the
mean earnings patterns of JTPA participants and eligibles implies that Ashenfelter’s dip
does not result from the mechanical operation of program eligibility rules.*’

6.5. Administrative discretion and the efficiency and equity of training provision

Training participation also often depends on discretionary choices made by program
operators. Recent research focuses on how program operators allocate training services
among groups and on how administrative performance standards affect the allocation of
these services. The main question that arises in these studies is the potential tradeoft
between equity and efficiency, and the potential conflict between social objectives and
program operators’ incentives. An efficiency criterion that seeks to maximize the social
return to public training investments, regardless of the implications for income distribu-
tion, implies focusing training resources on those groups for whom the impact is largest
(per dollar spent). In contrast, equity and redistributive criteria dictate focusing training
resources on groups who are most in “need” of services.

These goals of efficiency and equity are written into the US Job Training Partnership
Act.*' Whether or not these twin goals conflict with each other depends on the empirical
relationship between initial skill levels and the impact of training. As we discuss below in
Section 10, the impact of training appears to vary on the basis of observable character-
istics, such as sex, age, race and what practitioners call “barriers to employment” -- low
schooling, lack of employment experience and so on. These twin goals would be in
conflict if the largest social returns resulted from training the most job-ready applicants.

In recent years, especially in the United States, policymakers have used administrative
performance standards to assess the success of program operators in different training
sites. Under JTPA, these standards are based primarily on average employment rates and
average wage rates of trainees shortly after they leave training. The target Ievels for each
site are adjusted based on a regression model that attempts to hold constant features of the

* Such data were collected at four of the 16 training centers that participated in the study.

¥ Devine and Heckman (1996) present certain non-stationary family income processes that can generate
Ashenfelter’s dip from the application of JTPA eligibility rules. However, in their empirical work they find a
dip centered at k£ — 3 or k — 4 for adult men and adult women, but no dip for male and female youth,

A related issue involves differences in the types of services provided to different groups conditional on
participation in a program. The US General Accounting Office (1991) finds such differences alarming in the JTPA
program. Smith (1992) argues that they result from differences across groups in readiness for immediate employ-
ment and in the availability of income support during classroom training.
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environment over which the local training site has no control, such as racial composition.**
Sites whose performance exceeds these standards may be rewarded with additional fund-
ing; those that fall below may be sanctioned. The use of such performance standards,
instead of measures of the impact of training, raises the issue of “cream-skimming” by
program operators (Bassi, 1984). Program staff concerned solely with their site’s perfor-
mance relative to the standard should admit into the program applicants who are likely to
be employed at good wages (the “cream”) regardless of whether or not they benefit from
the program. By contrast, they should avoid applicants who are less likely to be employed
after leaving training or have low expected wages, even if the impact of the training for
such persons is likely to be large. The implications of cream-skimming for equity are clear.
If it exists, program operators are directing resources away from those most in need.
However, its implications for efficiency depend on the empirical relationship between
shortterm outcome levels and longterm impacts. If applicants who are likely to be subse-
quently employed also are those who benefit the most from the program, performance
standards indirectly encourage the efficient provision of training services.”

A small literature examines the empirical importance of cream-skimming in JTPA
programs. Anderson et al. (1991, 1993) look for evidence of cream-skimming by compar-
ing the observable characteristics of JTPA participants and individuals eligible for JTPA.
They report evidence of cream-skimming defined in their study as the case in which
individuals with fewer barriers to employment have differentially higher probabilities of
participating in training. However, this finding may arise not from cream-skimming by
JTPA staff, but because among those in the JTPA eligible population, more employable
persons self-select into training. "

Two more recent studies address this problem. Using data from the NJS, Heckman and
Smith (1998d) decompose the process of participation in JTPA into a series of stages.
They find that much of what appears to be cream-skimming in simple comparisons
between participants’ and cligibles’ characteristics is self-selection. For example, high
school dropouts are very unlikely to be aware of JTPA and as a result are unlikely ever to
apply. To assess the role of cream-skimming, Heckman et al. (1996¢) study a sample of
applicants from one of the NJS training centers. They find that program staff at this
training center do not cream-skim, and appear instead to favor the hard-to-serve when
deciding whom to admit into the program. Such evidence suggests that cream-skimming
may not be of major empirical importance, perhaps because the social service orientation
of JTPA staff moderates the incentives provided by the performance standards system, or

*2 ee Heckman and Smith (1998¢) and the essays in Heckman (1998b) for more detailed descriptions of the
JTPA performance standards system. Similar systems based on the JTPA system now form a part of most US
training programs.

* Heckman and Smith (1998c) discuss this issue in greater depth. The discussion in the text presumes that the
costs of training provided to different groups are roughly equal.

“ Program staff often have some control over who applies through their decisions about where and how much
to publicize the program. However, this controf is much less important than their ability to select among program
applicants.
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because of local political incentives to serve more disadvantaged groups. For programs in
Norway, Aakvik (1998) finds strong evidence of negative selection of participants on
outcomes. Heinrich (1998) reports just the opposite for a job training program in the
United States. At this stage no universal generalization about bureaucratic behavior
regarding cream skimming is possible.

Studies based on the NJS also provide evidence on the implications of cream-skimming.
Heckman et al. (1997¢) find that except for those who are very unlikely to be employed,
the impact of training does not vary with the expected levels of employment or earnings in
the absence of training. This finding indicates that the impact on efficiency of cream-
skimming (or alternatively the efficiency cost of serving the hard-to-serve) 1s low. Simi-
larly, Heckman et al. (1996c) find little empirical relationship between the outcome
measures used in the JTPA performance standards system and experimental estimates
of the impact of JTPA training. These findings suggest that cream-skimming has little
impact on efficiency, and that administrative performance standards, to the extent that they
affect who is served, do little to increase either the efficiency or equity of training provi-
sion.

6.6. The conflict between the economic approach to program evaluation and the modern
approach to social experiments

We have already noted in Section 5 that under ideal conditions, social experiments identify
E(Y, — Y, | X, D = 1). Without further assumptions and econometric manipulation, they
do not answer the other evaluation questions posed in Section 3. As a consequence of the
self-selected nature of the samples generated by social experiments, the data produced
from them are far from ideal for estimating the structural parameters of behavioral modeis.
This makes it difficult to generalize findings across experiments or to use experiments (o
identify the policy-invariant structural parameters that are required for econometric policy
evaluation.

To see this, recall that social experiments balance bias, but they do not eliminate the
dependence between Uy and D or U, and D. Thus from the experiments conducted under
ideal conditions, we can recover the conditional densities f(y, | X, D=1) and
f, | X, D = 1). From non-participants we can recover f(yo | X, D = 0). It is the density
fOp | X, D = 1) that is the new information produced from social experiments. The other
densities are available from observational data. All of these densities condition on choices.
Knowledge of the conditional means

E(Yy | X,.D=1)= go(X) + E(U, | X,D=1)
and
EY, | X,D=D=gX)+EU, |X,D=1)

does not allow us to separately identify the structure (gy(X), g,(X)) from the conditional
error terms without invoking the usual assumptions made in the non-experimental selec-
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tion literature. Moreover, the error processes for Uy and U, conditional on D = 1 are
fundamentally different than those in the population at large if participation in the program
depends, in part, on Uj and U,.

For these reasons, evidence from social experiments on programs with different parti-
cipation and eligibility rules does not cumulate in any interpretable way. The estimated
treatment effects reported from the experiments combine structure and error in different
ways, and the conditional means of the outcomes bear no simple relationship to go(X) or
£21(X) (XByand X in a linear regression setting). Thus it is not possible, without conduct-
ing a non-experimental selection study, to relate the conditional means or regression
functions obtained from a social experiment to a core set of policy-invariant structural
parameters. Ham and Lalonde (1996) present one of the few attempts to recover
structural parameters from a randomized experiment, where randomization was adminis-
tered at the stage where persons applied and were accepted into the program. The
complexity of their analysis 1s revealing about the difficulty of recovering structural
parameters from data generated by social experiments.

In bypassing the need to specify economic models, many recent social experiments
produce evidence that is not informative about them. They generate choice-based, endo-
genously stratified samples that are difficult to use in addressing any other economic
question apart from the narrow question of determining the impact of treatment on the
treated for one program with one set of participation and eligibility rules.

7. Non-experimental evaluations
7.1. The problem of causal inference in non-experimental evaluations

Without invoking the very non-experimental methods they seek to avoid, social experi-
ments cannot address many questions of interest to researchers and policymakers. Even if
they could, such data are generally not available. As a result, analysts must rely on
“observational” or non-experimental methods to address the problem of selection bias
resulting from non-random participation of individuals in employment and training
programs.

In an experimental evaluation, information from the control group is used to fill in
missing counterfactuai data for the treatments. As we have seen, under the assumptions
specified in Section 5, an experiment is most successful in generating certain counter-
factual means. In a non-experimental evaluation, analysts must replace these missing data
with data on non-participants along with assumptions different from those invoked when
using the method of social experiments.

To illustrate this point and to highlight an important distinction between experimental
and non-experimental solutions to the evaluation problem, consider Fig. 7. It presenis a
model of potential outcomes in which each outcome takes on one of two possible values.
For training participants, Y, equals one if the individual is employed after completing
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2 x 2 x 2 Model
Y) Y
H 1 0 1
01 Foor | Fouu | Foa 0| Poo | Fowo | Poo
Yo 1| Po| P | P Yo 1| P! Puo | Pro
Py Py Po P
D =1 State D = 0 State

Fig. 7. 2X 2 X2 model. ¥, is an indicator variable for whether or not a person would be employed if trained; ¥} is
an indicator of employment without training. P, is the probability that ¥y = a, ¥, = b and D = ¢.

training and equals zero otherwise. For non-participants Y is defined similarly. As before,
D =1 for persons who select into training (but who may be excluded in an experimental
evaluation) and D = 0 otherwise. When program evaluators have access to experimental
data, they observe both ¥ and ¥} (but never both at the same time for the same person) for
persons who select into training. That is, they observe the row and column totals for the
D =1 table, but not the proportion of persons for whom D = 1 who are in each individual
cell. For example, the experimental controls enable the analyst to estimate the proportion
of the persons selecting into training (2 = 1) who would not have been employed in the
absence of training, denoted Py ;, but not the proportion of persons selecting into training
who would not have been employed either with or without training, denoted Pgy,. In order
to estimate this proportion, we require another assumption, such as that training did not
cause anyone to be non-employed who otherwise would have been employed. This
“monotonicity” assumption (training can only make people better off), first invoked in
Heckman and Smith (1993), allows us to set Py = 0. In that case we can fill in the
remaining elements of the table using the row and column totals. The proportion of
trainees whose employment status changes as a result of training is now given by Py,,.
When the monotonicity assumption is imposed onto the data from experimental evalua-
tions of training, Py, is typically relatively small (see, e.g., Heckman and Smith, 1993).
Training causes a relatively small proportion of trainees to switch from the non-employ-
ment state to the employment state.

Analysts who have access only to non-experimental data observe only the column totals
in the D = 1 table and the row totals in the D = 0 table. In addition, the proportion of
people who take training is known. This can be determined from an experiment that
randomizes eligibility but not from an experiment that randomizes among those who
apply and are accepted into the program. The remaining elements of both tables, including
the other row and column totals, are unknown. The task in observational studies is to find a
set of conditioning variables and to impose an appropriate set of assumptions so that the
row totals in the D == 0 table can be used to estimate the missing row totals in the D = 1
table. Regardless of the conditioning variables used or assumptions imposed, there always
exists a set of minimal assumptions necessary to identify the impact of training that cannot
be tested with the data. The same is true for the analysis of experimental data; the
assumptions of no randomization bias or the unimportance of sample attrition cannot be



1938 J. J. Heckman et al.

tested with the data typically generated from experimental evaluations. Both experimental
and non-experimental approaches require assumptions that cannot be tested without
collecting data specifically designed to test the assumptions of the model.

7.2. Constructing a comparison group

All evaluations are based on comparisons between ireated and untreated persons. The
comparisons may be constructed using the same persons in the treated and untreated states
as in the before—after estimator. More commonly, different persons are compared.

The evaluation literature makes an artificial distinction between the task of creating a
comparison group and the task of selecting an econometric estimator o apply to that
comparison group. In truth, all estimators define an appropriate comparison group and
the choice of a comparison group affects the properties of an estimator. The act of
constructing or selecting a valid estimator entails assumnptions about the samples on
which it should be applied.

This simple point is usually overiooked in the empirical literature on program evalua-
tion. It i1s common to observe analysts first constructing a comparison group on the
intuitive principle of making the comparison group “comparable” in some way or other
to the treatment group, and then to debate the choice of an estimator as if all estimators
defined for random samples of the population can be applied to a comparison group so
constructed. Many econometric estimators are only valid for random samples of the
population. When non-random samples are generated, the estimators are sometimes no
longer valid and have to be modified to account for the impact of the sampling rule used to
generate the comparison samples.

The most common instance of this point arises in oversampling participants compared
to non-participants. Program records are often abundant for participants; comparison
samples often have to be collected at considerable cost. The ratio of program records to
comparison group records is usually much larger than one. Simply pooling the two
samples misrepresents the population proportion of persons taking training. In order to
use the many conventional econometric methods that assume random sampling on such
data, the samples have to be reweighted (see the discussion in Heckman and Robb, 19835a,
1986a). A special class of “control function” estimators that we define below does not
have to be reweighted. However, instrumental variables estimators have to be reweighted
in this case. Different classes of estimators exhibit different degrees of sensitivity to
departures from random sampling in constructing comparison groups.

A second example is contamination bias, which we discuss in detail in Section 7.7.
Many comparison groups include persons who have actually participated in the program
but who have not been recorded as having done so. Again, estimators suitable to random
samples without such measurement error on treatment status have to be modified for
contaminated samples (Heckman and Robb, 1985a; Imbens and Lancaster, 1996).

A third example concerns the widespread practice of “matching” treatment and
comparison group members on dimensions such as pre-program earnings. The literature
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often distinguishes between “screening” on characteristics and matching. Screening
usually refers to the application of certain broad rules (e.g., income below a certain
level) to select observations from a source sample into a comparison sample; matching
refers to alignment of trainees and comparison group members over narrower intervals.
Both are a form of matching as we define it below and the distinction between them is of
no practical value.

More serious are the consequences of this type of matching on the performance of
econometric estimators. Matching on variables that are stochastically dependent on the
errors of the model sometimes alters the stochastic structure of the errors. Econometric
estimators that are valid for random samples can be invalid when applied to the samples
generated by matching procedures.

To illustrate the foregoing point, consider the common-coefficient autoregressive esti-
mator introduced into the econometric evaluation literature in Heckman and Wolpin
(1976). Using decision rule (6.3) and assuming that agents make their decisions in an
environment of perfect certainty and that enrollment into the program only occurs in
period k,

Y=8+aD+ U, forr >k, (7.1a)
Y, =8+ U, fort =k, (7.1b)
U =plU,_; + &, (7.1c)

where &, is an independently and identically distributed error with mean zero. In terms of
the model of potential outcomes introduced in Section 3, ¥, = DY, + (1 — D)Y,, and
Y1, — Yy = «, the parameter of interest. The model is in the form of Eq. (3.10) with an
autoregressive error. The assumptions about the error terms are typically invoked about
random samples of the population. Selection bias in this model arises because of the
covariance between D and U,. In a model with perfect capital markets, only if p=0
would there be no selection bias.”

}Lg we have access to panel data, we can use two post-program observations to estimate
a.” Write

Y,._] — ﬁ -+ Q’D -+ U,,],
where ¢t — 1 > k, so that
Ul,| = Y,.] - [j) — .
Substituting into (7.1c) and collecting terms, we may rewrite (7.1a) as
* However, this result crucially depends on the perfect capital market assumption as we noted in Section 6.3.4

¢ As noted in Heckman and Robb (19852, 1986a) and below, this estimator can also be applied to repeated
cross-section data.
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Yi=B1—-p+al ~p)D+pl,_;+e. (7.2)

Under decision rule (6.3), D is orthogonal to g, even though agents are making their
participation decisions under perfect certainty. Least squares applied to (7.2) identifies
p, and hence o and B. This estimator can be applied to training programs or schooling. Its
great advantage is that it can be implemented using only post-program outcome measures
provided p # 1. Properties of this estimator are presented in Section 7.6.

Another way to identify « is to use instrumental variables or classic selection bias
estimators which we describe in detail below. Assuming random sampling, both of
these estimators identify a.

Suppose, however, that we first “match” on pre-training earnings, ¥, ' < k,in order to
construct a comparison sample of non-participants. Consider a simple screening rule:
select observations into the sample if Y, << [. This rule is widely used in constructing
comparison samples. How are the error structure (7.1c) and the properties of the three
estimators just discussed affected by the application of such screening rules? The auto-
regressive estimator just presented using post-program observations is unaffected by these
sampling rules. It continues to identify a and p. This is immediately seen because
E(g, | D=1, Y,_,, Y, <I)= 0 since g, is independent of ¥,,,1’ <k, and .

However, matching affects the distribution of the errors. This makes a sample selection
model based on a distributional assumption appropriate to a random sample inappropriate
when applied to a matched sample. In this case, two selection rules generate the outcomes;
classical selection estimators that only account for agent self-selection do not account for
the selection bias induced by the analysts’ matching procedure. Instrumental variables
methods appropriate to random samples in general become inconsistent when applied to
matched samples for reasons exposited in Section 7.7.

Another strategy for defining a comparison group is to use program applicants who
drop out of the application and enrollment process before receiving training. Such
comparison groups include persons who applied and were rejected from the program,
those who were admitted but never showed up for training (“no-shows”), or early
program dropouts. (No-shows are used in, e.g., Cooley et al., 1979; Lal.onde, 1984;
Bell et al., 1995; Heckman et al., 1997a). In samples based on no-shows, two decision
rules — whether or not to apply to the program and whether or not to stay in the program
if accepted — determine which non-participants end up in the comparison group sample.
The properties of econometric estimators have to be examined to see if they are robust to
such sample selection rules. Analytically, this is the same problem as arises in the
construction of matched samples, except that in this case the decision rules of agents
govern the construction of samples. Estimators valid for samples generated by one
decision rule need not be valid for another.

A brief summary of the screening and matching criteria used in several major evalua-
tions is presented in the last row of Tables 5 and 6. Table 7, based on Barnow (1987),
presents a more exhaustive list of characteristics used to match and control for differences
in evaluations of the US CETA program, the immediate predecessor of JTPA. Combining
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matching and different non-experimental evaluation methods that break down when
applied to matched samples constitutes an important source of variability across these
studies, one that has more to do with the properties of the estimators selected than with the
properties of the programs being studied.

In the literature, the act of specifying a comparison group and then making conditional
mean comparisons between participants and comparisons is equivalent to defining a
matching estimator. The matching estimator may be embellished by further adjustments
as we note below. A different comparison group might be specified for each treatment
observation. The potential sample from which the comparison group is taken includes all
persons who do not take treatment. Further restrictions on this universe define different
matching rules.

7.3. Econometric evaluation estimators

All evaluation estimators are based on the three basic estimation principles introduced in
Section 4. They entail making some comparison of treated individuals with the untreated.
The comparison may be between treated and untreated persons at a point in time as in the
cross-section estimator; it may be between the same persons in the treated and untreated
states as in the before—after estimator; or it may be a hybrid of the two principles as in the
difference-in-differences estimator. In this section, we extend these basic estimators to
allow for conditioning variables and to exploit knowledge of the serial correlation proper-
ties of error terms.

The estimators within each class differ in the way they adjust, condition or transform the
data in order to construct the counterfactual E(Y,, | X, D = 1). Throughout the rest of this
section, we consider how the various estimators construct the counterfactual and what
assumptions they make about individual decision processes that determine program parti-
cipation. We motivate this discussion using the simple decision and cutcome models of
Section 6.3. The first class of estimators that we consider are cross-section estimators
based on matching methods. These estimators are frequently used in studies by consulting
firms because they are relatively easy to explain to their clients. A disadvantage of this
approach is that it requires strong underlying assumptions about the selection process into
training. Although the method is usually applied in a cross-sectional setting, matching can
be generalized to apply to panel settings as in Heckman et al. (1997a, 1998c). The second
class of cross-section methods we consider are selection bias correction methods devel-
oped in Heckman (1976, 1979) or Heckman and Robb (1985a, 1986a). This approach is
often used in studies of European training programs. It too can be extended to apply to
panel data, but is most frequently applied in a cross-sectional setting.

Program evaluations by academic labor economists in the United States have relied
almost exclusively on a third class of estimators: longitudinal methods that extend the
before—after and difference-in-differences estimators. An implicit belief shared by the
authors of these studies is that longitudinal methods are more robust than cross-section
selection bias correction methods, which are sometimes dismissed as being “functional
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form dependent.” However, we demonstrate below that as currently utilized in the applied
evaluation literature, longitudinal estimators depend on functional form assumptions.
Moreover, longitudinal estimators are often much less robust to choice-based sampling
and other matching and screening procedures used to produce comparison samples in the
empirical literature than are cross-section sample selection estimators. In the remainder of
this section, we discuss the identifying assumptions that underlie the main methods used in
evaluation research, and sketch out how they are implemented to produce practical esti-
mators.

We remind the reader that throughout this chapter, we use X variables that are not
determined by D. Letting X be the vector of conditioning variables and ¥ a vector of
potential outcomes, we write ¥, = (¥,,, ¥;,), and Y* = (Y7, .., ¥F), X = (X,,...., X;). We
define the admissible X on which we condition to define parameters as those X that satisfy

FXID Yy =fX Y. (7.A.1)

where f(X | D, Y P) is the density of X given D and Y " and FX| Y’ ) is the density of X
given Y”." This assumption says that given the potential outcomes in both states, the
actual occurrence of D provides no more information on X (“Does not cause X°). We
maintain this assumption in order to avoid masking the effects of D on outcomes by
condifioning on variables that are determined by D. Other definitions are possible but
we maintain this one to make our analysis interpretable and to avoid certain technical
problems in making forecasts with our parameters. Heckman (1998a) presents a more
extensive discussion of this condition and relates it to definitions of causality and exogene-
ity in the econometric time series literature.

7.4. Identification assumptions for cross-section estimators

When participation in training is voluntary, and evaluators have access to cross-sectional
data, they can construct the distribution of outcomes for participants, F(Y, | X, D = 1),
and for non-participants, F(¥, | X, D = 0). They use F(¥; | X, D = 0) to approximate
F(Yy | X, D = 1), which runs the risk of selection bias. When using this approximation,
the bias in estimating E(Y, — ¥, | X, D = 1) is given by

BX)=EY, | X, D=1 —-EXy | X,D=0). (7.3)
Many schemes have been proposed to circumvent this bias. We begin by considering the

intuitively-appealing method of matching.

7.4.1. The method of matching

The method of matching assumes that analysts have access to a set of conditioning
variables, X, such that, within each “stratum” defined by X, the counterfactual outcome
distribution of the participants is the same as the observed outcome distribution of the non-

" Heckman and Borjas (1980) develop this non-causality condition.
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participants.”® The statistical matching literature assumes access to a set of X variables
such that

(Yo, Y1) L D | X, (7.4)

where “1L” denotes independence and X denotes variables on which conditioning is
conducted. As a consequence of (7.4), the distributions of outcomes F(Y, | D = 1,X) =
FY, | D=0,X)=FY, | X)and F(Y, | D=1,X) = F(Y, | D=0,X) = F(Y; | X). The
method appeals to the intuitive principle that it is possible to “adjust away” differences
between participants and non-participants using the available regressors.

If assumption (7.4) 1s valid we can use non-participants to measure what participants
would have earned had they not participated, provided we condition on the variables X. To
ensure that this assumption has empirical content, it also is necessary to assume that there
are participants and non-participants for each X for which we scek to make a comparison.
More formally, this means that

0<Pr(D=1]X)<1 (7.5)

over the set of X values where we seek to make a comparison. To satisfy this condition, at
least in large samples, there must be both participants and non-participants for each X. In a
finite sample of any size, we replace this condition by the empirical probability.*” This
condition ensures that the distributions in (7.4) are defined for all X that satisfy it. As we
demonstrate below in Section 8.2, this assumption has important practical consequences
for training evaluations. Failure to satisfy this condition appears to be one major reason
why matching methods produce biased estimates of the impact of training in the NJS
study. The treatment parameter E(¥, — ¥, | X, D = 1) cannot be identified for values of X
where (7.5) is violated.

Under assumptions (7.4) and (7.5), matching produces a comparison group that resem-
bies an experimental control group in one key respect: conditional on X, the distribution of
the counterfactual outcome, Y, for the participants is the same as the observed distribution
of ¥, for the comparison group. In particular, as long as the means exist, assumptions (7.4)
and (7.5) imply that

E(Y, | X,D=1)=E, | X,D=0), (7.62)
and that
EY, | X,D=1)=E¥, | X,D=0). (7.6b)

Therefore, for each point in X, the bias B(X) = 0. However, this assumption does not
imply no selection bias, i.e., that E(U, | X, D = 1) = 0. Instead, like experiments, match-

* The first published instance of the use of this method of which we are aware is Fechner (1860).
* The support of X consists of those values of X with positive density. Assumptions (7.4) and (7.5) are called
“strong ignorability” by Rosenbaum and Rubin (1983).
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ing baiances the bias:
EW, | X,D = 1) =E(U, | X,D=0)=E(U, | X). (7.7

In an ideal experiment, we obtain a comparison group via randomization among persons
for whom D = 1. Matching emulates an experiment by replacing randomization with
conditioning on a set of X variables. Conditional on those values, persons randomly select
into the program. There are no selective differences in Y outcomes between participants
and non-participants given X. Randomization at the stage where persons enter the program
also may be thought of as a form of conditioning (Heckman, 1996). It operates conditional
on D = 1. Under the conditions that justify it, randomization generates a control group for
each X i the participant population. Similarly, under assumption (7.4), matching gener-
ates a comparison group, but only for these X values that satisfy (7.5), which in practice is
often a much smaller set of values than would be the case with randomization.

In Section 8.2 below, we draw on the work of Heckman et al. (1998b) and demonstrate that
the reduction in the set of X for which the parameter of interest is defined can be substantial.
Further, because the impact parameter may depend on X, the parameter estimated by an
experimental evaluation and the parameter estimated by matching may be different.

When the Rosenbaum—Rubin assumptions (7.4) and (7.5) are invoked, it is possible to
construct both the “treatment on the treated” parameter E(Y, — Y, | X, D = 1) and the
effect of “non-treatment on the non-treated” E(Y, — ¥; | X, D = 0). Only assumption
(7.6a) is required if we are interested in the mean effect of treatment on the treated. It
permits agents to select into the program on the basis of U, but not U,. Assuming that
E(U, | X) = 0, it implicitly defines the parameter “treatment on the treated” in an asym-
metric way:

EY, — % | X, D= D= pu(X) — poX) +EW, [ X, D=1

because E(U, | X, D = 1) = E(U, | X) = 0. This parameter no longer equals the effect of
treatment on a randomly selected person as it would if (7.4) held. Assumption (7.6b)
allows us to identify the mean effect of non-treatment on the non-treated.

Using representation (3.1a) and (3.1b), (7.4) and (7.5) imply that E(U, | X, D= 1) =
E(Uy | X, D=0)=EU, | X)=0and E(U, | X, D=1)=EU, | X, D=0)= E(U, |
X) = 0. Thus conditioning on X, the two parameters “treatment on the treated™ and “the
effect of randomly assigning a person with characteristics X to the program” are the
same.” From an economic standpoint, assumption (7.4) rules out selection into the
program on the basis of unobservables (U, U,) that may be partially known to people
taking training but are unknown to the observing economist. In terms of the random
coefficient model of Section 3, it rules out correlation between I and the difference in
unobserved components, (U; — Up). It defines an implicit economic model that assumes
that agents do not enter the program on the basis of gains unobserved by analysts. Thus it is

 This is also true if ¥, = g,(X) + U, and Y, = go(X) + U, and E(U, | X) # 0 and E(U, | X) #* 0. In that
case, B(Y, — Y3 | X, D= 1) = g((X) — go(X) + BE(U, — Uy | X} so that the two parameters are the same.
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a method congenial with the assumption that « in (6.3) is a common coefficient, or that if
o varies among persons with identical X, then participation in the program is not based on
this variation. In the context of that model, the “cost of participation” or any of the
variables generating participation, but not outcomes, are valid conditioning variables.
Thus, if the costs of participation are distributed independently of all other variables
and if Y, is independent of Y, then conditioning on ¢ or ¥y will satisfy the conditions
required to justify the matching estimator. However, as we explained in Section 6.3.1, if
we condition on both cost of participation and Yy, we violate condition (7.5). Matching
breaks down if there is too much information and other methods must be used to evaluate
the program.”'

To operationalize the method of matching, assume two samples: “¢” for treatment
and “c” for comparison group. Unless otherwise noted, observations are statistically
independent. Simple matching methods are based on the following idea: For each
person i in the treatment group, we find some group of “comparabie” persons. The
same individual may be in both groups if that person is treated at one time and
untreated at another. We denote outcomes in the treatment group by Y] and we
match these to the outcomes of a subsample of persons in the comparison group to
estimate a treatment effect. In principle, we can use a different subsample as a compar-
ison group for each person.

In practice, we can construct matches on the basis of a neighborhood C(X;), where X,
is a vector of characteristics for person i. Neighbors to treated person i are persons in
the comparison sample whose characteristics are in neighborhood C(X;). Suppose that
there are N, persons in the comparison sample and N, in the treatment sample. Thus the
persons in the comparison sample who are neighbors to i, are persons j for whom
X, €C(X;), i.e., the set of persons 4; = {J | X; € C(X))}. Let W(i,j) be the weight placed
on observation j in forming a comparison with observation ¢ and further assume that the
weights sum to one,

N[
D Wijp=1,
i=1

and that 0 = W(i,j) = 1. Then we form a weighted comparison group mean for person
i, given by

N,

Ye=> Wi, py;, (7.8)
=1

and the estimated treatment effect for person i is ¥, — ¥7.

Heckman et al. (1997a) survey a variety of alternative matching schemes proposed in
the literature. Here we briefly introduce two widely used methods. The nearest-neighbor

*! The regression discontinuity design estimator discussed in Section 7.4.6 can be applied here as a limit form
of the matching estimator that identifies (Y, — ¥, | X, D = 1) at one point.
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matching estimator defines A; such that only one j is selected so that it is closest to X; in
some metric:

A= {j] Mi X, — X
; {JIjE{l,}{lNL.} X — X1},

where || || is a metric measuring distance in the X characteristics space. The Mahalanobis
metric is one widely used metric for implementing the nearest-neighbor matching esti-
mator. The metric used to define neighborhoods for i is

IHF%*M?”%~m,

where 3., is the covariance matrix in the comparison sample. The weighting scheme for the
nearest neighbor matching estimator is

1 iftjeEA;,

0 otherwise.

W@ﬁ:{

A version of nearest-neighbor matching, called “caliper” matching (Cochran and Rubin,
1973), makes matches to person i only if

X, — X ll< e,

where ¢ 18 a pre-specified tolerance. Otherwise person i is bypassed and no match is made
to him or her.
Kernel matching uses the entire comparison sample, so that A; = {1,...,N..}, and sets

K(Xj — X))
N 2

3 K& - X)
=

W@, j) = (7.9)

where K is a kernel. In practice, kernels are typically a standard distribution function such
as that for the normal. Kernel matching is a smooth method that reuses and weights the
comparison group sample observations differently for each person i in the treatment group
with a different X;. Kernel matching can be defined pointwise at each sample point X; or for
broader intervals.

The impact of treatment on the treated is estimated by forming the mean difference
across the i

1 & 1 Moo
m= > (Y - V) = X]—Z(Y,’ = > WEHY)). (7.10)
=1 J=1

-

We can define this mean for various subsets of the treatment sample defined in various
ways. More efficient estimators weight the observations accounting for the variance
(Heckman et al., 1997a, 1998¢; Heckman, 1998a).

Regression-adjusted matching, proposed by Rubin (1979) and clarified in Heckman et
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al. (1997a, 1998¢), uses regression-adjusted Y;, denoted by A(Y,) = ¥; — X;, in place of ¥,
in the preceding calculations. (See the cited papers for the econometric details of the
procedure). Regression-adjusted matching methods were widely used in the controversial
CETA evaluations conducted in the early 1980s, which we discuss below.

The essence of the idea justifying matching is that conditioning on X eliminates selection
bias. Like social experiments, the method requires no functional form assumptions for
outcome equations. If, however, a functional form assumption is maintained, as in the
econometric procedure proposed by Barnow et al. (1980), it is possible to implement the
matching assumption using regression analysis. Suppose that Y}, is linearly related to obser-
vables X and an unobservable Uy, so that E(Y, | X, D =0)= X8 +E(U, | X, D = 0), and
E(U, | X, D = 0) = E(U, | X)islinear in X. Under these assumptions, controlling for X via
linear regression allows one to identify E(Y;, | X, D = 1) from the data on non-participants.
Such functional form assumptions are not strictly required to implement the method of
matching. Moreover, in practice, users of the method of Barnow et al. (1980} do not impose
the common support condition (7.5) for the distribution of X when generating estimates of
the training effect. The distribution of X may be very different in the trainee (D = 1) and
comparison group (D = 0) samples, so that comparability is only achieved by imposing
linearity in the parameters and extrapolating over different regions.

One advantage of the method of Barnow et al. (1980) is that it uses data parsimoniously.
If the X are high dimensional, the number of observations in each cell when matching can
get very small. Another solution to this problem that reduces the dimension of the match-
ing problem without imposing arbitrary linearity assumptions is based on the probability
of participation or the “propensity score,” P(X) = Pr(D = 1 | X). Rosenbaum and Rubin
(1983) demonstrate that if assumptions (7.4) and (7.5) hold, then

(Y, ¥p) L D | P(X) for X € x., (7.11)

for some set y, where it is assumed that (7.5) holds in the set. Conditioning on P(X) rather
than on X produces conditional independence. Condition (7.11) has the important implica-
tion that to construct the desired counterfactual conditional mean E(¥, | P(X),D = 1), we
require only that

B(P(X)) =E¥, | PX),D =1) - E(Yy | PX),D=0)=0. (7.12)

We also could invoke (7.12) in place of (7.11) to define the conditions required to justify
matching to estimate mean impacts. Conditioning on P(X) sets B(P(X)) = 0 and reduces
the dimension of the matching problem down to matching on the scalar P(X). The analysis
of Rosenbaum and Rubin (1983) assumes that P(X) is known rather than estimated. Heck-
man et al. (1998¢c) present the asymptotic distribution theory for the kernel matching
estimator in the cases in which P(X) is known and in which it is estimated both parame-
trically and non-parametrically. They also answer the question, “If P(X) were known
would we match on it or on X?7” Using the variance of the estimated average impacts
as the choice criterion, the answer is “it depends”.

A major advantage of the method of randomized trials over the method of matching is



1956 J. J. Heckman et al.

that randomization works for any choice of X. In the method of matching, there is the same
uncertainty about which X to use as there is in the specification of conventional econo-
metric models. Even if one set of X values satisfies condition (7.11) or (7.12), an augmen-
ted or reduced version of this set may not. Heckman et al. (1997a) discuss tests that can
help determine the appropriate choice of X variables. Any convincing application of the
method of matching requires a demonstration that an adequate model for P(X) has been
selected. Heckman et al. (1998b) discuss this problem in depth. In the statistics literature,
there is no discussion of the choice of X. Implicitly, the advice given there is to use all
available regressors. One general rule, already noted in the introduction to this section, is
to include in X only variables that are not caused by D given the unobservables. Intuitively,
conditioning on variables caused by D masks the true effect of D on outcomes.

The method of maiching is sometimes used to estimate E(Y, — ¥, | X, D = 1) at points
of X = x. More commonly, an averaged version of this parameter is estimated over a set

S(X):

fS(X)E(Yl — Y | X, D=1DdFX | D =1)

EY, - Y[ D=1= [soo dFCX I D =1)

(7.13)

The distinction between the average parameter and the pointwise parameter 18 an 1mpor-
tant one. Even though the behavioral motivation and the identifying assumptions are
different, it turns out that both the matching estimator and the classical selection estimator
can identify (7.13) under very different behavioral assumptions. We now turn to consider
the classical selection estimator.

7.4.2. Index sufficient methods and the classical econometric selection model

The most troubling feature of the method of matching is the assumption that selection into
a program does not occur on the basis of unobservable (to the economist) gains from the
program (U, if (7.6a) is assumed; U, — Uy if (7.4) is assumed). Depending on the quality
of the data at the analyst’s disposal, it may or may not be attractive to assume that the
analyst knows as much as the people being studied. The method of matching is not robust
to violations of this assumption.

The traditional econometric approach to the selection problem adopts a more conser-
vative approach and allows for selection on unobservables. As currently formulated, it
assumes an additively separable model relating cutcomes to regressors and additive errors,
but does not require the strong behavioral assumptions that justify matching. Thus it trades
a behavioral assumption for an additive separability assumption. It allows for selection
into the program on the basis of unobserved components of outcomes. This approach is in
the spirit of much econometric work that builds models to estimate a variety of counter-
factual states, rather than just the single counterfactual state required to estimate the mean
impact of treatment on the treated, which 1s the parameter of interest in most evaluations
based on the methods of matching or random assignment.

In the simplest econometric approach, two functions are postulated: ¥ = g (X, U;) and
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Yy = go(X, Uy), where Uy and U, are unobservables. A selection equation is specified to
determine which outcome is observed. Separability between X and (U, U)) is assumed, so
that

Y=g X)+ U, and Yy =go(X)+ Uy,

where for simplicity we assume that E(U; | X) = E(Uy | X) = 0 so that g;(X) = p(X)
and go(X) = uy(X). These exogeneity assumptions are not strictly required but for simpli-
city we maintain them. This assumption defines functions called “structural equations”
that do not depend on unobserved variables. In this notation, the treatment on the treated
parameter 1s

E(Y, — Yo | X,D=1)= g/ (X) = g(X) + E(U, = Uy | X.D = 1),

which combines “structure” and “error” in a somewhat unusual way.

Much applied econometric work is devoted to eliminating the mean effect of unobser-
vables on estimates of functions like g, and g,. However, as previously noted, the mean
difference in unobservables is an essential component of the definition of the parameter of
interest in evaluating social programs. In the conventional framework, the selection bias
that arises from using a non-experimental comparison group is given by

BX)=EW, | X,D=1) — B(U, | X,D = 0).

In the standard evaluation problem, the goal is to set B(X) =0, not to eliminate dependence
between (Uy,U,) and X and D.

The conventional econometric approach for addressing selection bias partitions the
observed variables X into two not necessarily disjoint sets ((,£) corresponding to those
variables in the outcome equations and those variables in the participation equation, and
then postulates exclusion restrictions. It assumes that certain variables appear in Z but not
in Q. The conventional approach further restricts the model so that the bias B(X) only
depends on Z through a scalar index. Recall that such exclusion restrictions are not
required to justify matching as an estimator.’

The latent index model of program participation introduced in Section 6 motivates the
characterization of selection bias as a function of a scalar index. In that model, we defined
the index IN = H(Z) — V, where H(Z) 1s the mean difference in utilities or discounted
earnings between the training and non-fraining states, and V is assumed to be independent
of Z. The training indicator, D, then equals one when IN > () and equals zero otherwise,
resulting in Pr(D = 1 | Z) = F,(H(Z)). The conventional econometric selection model
further assumes that the dependence of D and the unobservables Uy and U, arises only

" Thus we could instead postulate instruments Z such that E(U, | X) # 0 and E(Ug | X) # 0 but E(U, |
X,Z)=0and E(U, | X, Z) = 0 in order to define the g, and g, functions.

3 Heckman et al. (1997a, 1998¢) extend the theory of matching to consider separable models with exclusion
restrictions and discuss the efficiency gains from using such restrictions. Exclusion restrictions are natural in the
context of panel data models where the variabies in the outcome equation are measured in periods after the
decision to participate in the program is made.
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through V and that Q and Z are independent of U and U,. These assumptions imply the
following:

E(Uy | Z,0.D=1)=E(U | V < H(Z)),
E(Uy | Z2,0,D=0)=EU, | V= H(Z)),

E(U, | Z,0,D=1)=E(U, |V < H(Z)),
and
E(U;|Z,0,D=0)=EU, | V= H(Z),

We could just as well postulate this representation as the starting point for our analysis
of the selection estimator. Both the bias, B(Z) and the mean gain of the unobservables,
E(U, — Uy | Z,0,D = 1), depend on Z only through the index H(Z). When F is assumed
to be strictly monotonic almost everywhere, we may write H(Z) = F, ’(Pr(D =112y
and the bias and mean gain terms depend on Z solely through the probability of participa-
tion £. The bias is now given by

B(P(Z)) =EUy | P(Z),D = 1)—- E(Uy | P(Z),D = 0). (7.14)

This is the “index sufficient” representation where P(Z), or equivalently H(Z), is the
index.” An important question in the program evaluation literature is whether the selec-
tion bias can be characterized solely as a function of P(Z) for different sets of Z, or if a
more general conditioning set (Q,7) is required to characterize this bias. In terms of the
behavioral model of program participation and program outcomes presented in Section
6.2, the cost of participation, ¢, may play the role of V assuming that it is independent of
other variables. Yy also could play that role provided that we condition on observed
variables in forming the probability, and that the residual from this conditioning is inde-
pendent of all the explanatory variables in the model.

Conventional econometric selection models (e.g., Amemiya, 1985) assume that the
latent variables V, U,, U, are symmetrically distributed around zero. The assumption of
symmetry for U, and V implies that the bias B(£(Z)) is symmetric around P(Z) equal to
one-half. As shown by Fig. 8, in the normal selection model, if P(Z) is symmetrically
distributed around one-half, the average bias over symmetric intervals around that value is
zero even though the pointwise bias is non-zero. If the values of P(Z) for a sample of
trainees were symmetrically distributed around one-half, the pointwise bias would be non-
zero and the assumption justifying matching would not hold. Nonetheless, the selection
bias would still average out io zero over any symmetric intervals of P(Z) constructed
around P(Z) = 1/2. Hence, the classical selection model justifies matching as a consistent
estimator of (7.13) when it is defined over intervals of P(Z) where the bias cancels out,

% See Heckman (1980) for the first derivation of this representation or Heckman and Robb (1985a, 1986a).
Multiple decision rules for admission into a program require a multiple index model (Heckman and Robb, 1985a).
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Fig. 8. Prototypical selection model, normal example: B(P(X)) = E(U | PCX), D=1)—E(l; | PX), D=0).
This is the index model where V and U, are assumed to be normal and oy =1, oy =375 and
p = cov(U, V)ay, = 0.16.

even though it would not justify matching for E(Y, — ¥, | X, D = 1) defined pointwise for
any points except those where the bias is zero.

To estimate the mean effect of treatment on the treated in the classic econometric
selection model, we form the following regression based on Eq. (3.3):

E(Y | Q. P(2),D) = E(Y,\D + Yy(1 — D) | Q,P(Z).D)
= 20(Q) + D(g1(D) — 8o(Q)) + DEW, | O, P(Z),D = 1))

+(1 = DEWU, | Q,P(Z), D = 0). (7.15)

The conditional means of the error terms E(U; | @, P(£),D = 1) and B(Uy | Q, P(Z£), D =
0) are called control functions (Heckman and Robb, 1985a, 1986a). Under the assumptions
that Uy, U, are statistically independent of Q and Z, these functions may be written as

E(Uy | 0, P(Z), D = 0) = Ky(P(Z)),

E(U, | Q,P(Z),D = 1) = K\(P(Z)).

Specific distributional assumptions about (U, V) and (U,,V) produce specific {unctional
forms for K, and K;. Heckman and MaCurdy (1986) present a catalogue of parametric
models including the normal sample selection model of Heckman (1976, 1979).

Under these conditions, Eq. (7.15) is really just two sample selection bias equations
applied to non-participants and participants respectively:

E(Yy | Q. P(Z),D = 0) = gy(Q) + Ko(P(Z)), (7.16a)

E(Y, | Q,P(Z),D = 1) = g/(Q) + K(P(2). (1.16h)
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The most common form of the model writes go(Q)=0pB, and g,{Q)=0f, but this is not
strictly required. We can use the D = 1 and D = 0 samples to recover the parameters of
the model.

Assuming that there is at least one exclusion restriction (a variable in Z not in (), and
that Ko( P(Z)) and K (P(Z)) are not perfectly collinear with @, we can identify go(Q) and
£1(Q) up to intercepts for any K, and K functions. The intercepts are not determined. Any
intercept in g4(Q) can be allocated to K and vice versa; the same remark applies to the
allocation of intercepts between g (@) and K. To identify the intercepts, it is necessary to
have some Z values, say Zy, such that Ky(P(Z;)) = 0 and some Z values, say Z;, such that
K (P(Z;)) = 0. Using such values, one can identify the unique intercepts for gy and g,
respectively (Heckman, 1990).”° Another way to determine the intercepts is to assume
specific functional forms for K and K, that exclude intercept terms as in the conventional
normal selection bias model.

Many non-parametric and semiparametric selection bias strategies have been proposed
that do not impose functional form assumptions on K, and K. All of these strategies
require that we identify the intercepts on sets Z; and 7, respectively. See the comprehen-
sive surveys by Heckman (1990), Powell (1994), and Honoré and Kyriazidou (1997).
Andrews and Schafgans (1998) extend a method proposed in Heckman (1990) to identify
the intercepts.

With gy and g, in hand, we can estimate

E(Y, — Yy | Q) = g1(Q) — go(0).

To form E(Y| — Yy | Q, P(Z), D = 1) observe that from the preceding analysis we know
go(D), g:(Q) and

B(U, | Q.P(2),D = 1) = K\(P(Z)).

We do not directly estimate E(U, | @, P(Z), D = 1). However, under our assumptions
about the (mean) independence of Uy and (0,Z), we can write

0=EUy | Q,PZ),D=1DPZ)y+ EU, | Q,P(2),D = 0)1 — P(Z)).

Because we know both the second term in this expression and P(Z), we can form

1 =P
E(W, | 0, P(Z),D = 1) = —Ky(P(Z)) 5z
Thus we can construct™
1 — P(7)
EY, Y, | Q. P(Z),D=1)=g{(Q) — go(Q) + K|(P(Z)) + KO(P(Z))TZ‘ZT

* This type of identification on limit sets is sometimes called “identification at infinity” because for some
models the values of Z; and Z, that set Ky and K| to zero are * 00,

38 Bjorklund and Moffitt (1987) construct B(Y, — ¥, | X, D = 1) in exactly this way for a normat selection
model.
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To estimate E(Y; — ¥, | Q, D = 1) we simply integrate out (average out) P(Z) against the
density of P(Z) conditional on D = 1 and @, which can be estimated. Thus, by making
separability, exclusion and intercept 1dentification assumptions, we can identify the para-
meter of interest (see Heckman et al. (1998b) for details.)

The control function method parameterizes the bias function B(£(Z)) in terms of K;(P)
and Ky(P) and estimates these functions along with the other parameters of the model. The
dependence induced between Uy and D operating through the V is called “selection on
unobservables.” The dependence induced between U, and D operating through depen-
dence between 7Z and U, is termed “selection on observables” (Heckman and Robb,
1985a, 1986a). In this context, the method of matching assumes selection on observables,
because conditioning on Z controls the dependence between D and U, producing a
counterpart to (7.6a) for the residuals: E(U, | Z,D = 1) = E(U, | Z, D = 0). When selec-
tion is on unobservables, it is impossible to condition on Z and eliminate the selection bias.
We next turn to the method of instrumental variables which, like matching, assumes that
selection only occurs on the observables.

7.4.3. The method of instrumental variables

The method of instrumental variables (IV) applied to estimate E(Y, — Y, [ X, D= 1)isa
variant of the method of matching. It augments the X variables in maiching with instru-
ments Z so that

E(Uy — Uy | X, Z,D=1)=EWU, — Uy | X,D = 1), (7.17a)
E(Wy | X,Z) = E(Uy | X) (7.17b)
and that

PriD=1|X,2) (7.17¢)

depends in a non-trivial way on both X and Z. In particular, there must be at least two
values of Z, say Z' and Z", such that for any X where we seek to identify the parameter of
interest, Pr(D =1 | X,ZY = Pr(D = 1 | X, Z"). We assume that (X,7) satisfies the non-
causality condition (7.A.1) replacing X in that condition with (X,Z).

Condition (7.17a) rules out any dependence between U, — Uy and Z given X and D. It is
implied by the condition

PD=1|X,2.U, - U)=Pr(D=1]X,2).

The second condition (7.17b) says that U/; may depend on X but not on Z. This is not a
standard IV condition but it is analogous to the balance of bias condition in matching.
Applying these conditions, we use the law of iterated expectations to write

E(Y | X.Z') = go(X)

+g1(X) — goX) + B | X,.D=1) - EU, | X.D = DPrD = 1 | X, 2"y + B(U, | X).
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We can express E(Y | X, Z") similarly for the same X, but a different Z = Z". By subtract-

ing the E(Y | X, Z") from B(Y | X, Z’), we can form the following expression:
EY|X,Z)—EB(Y|X,Z2"

PiiD=11X,ZY—-Pr(D=1]|X,Z")

=g1(X) — g +E(U, - Ug | X, D= 1)

=E(Y, — Y, { X.D=1). (7.18)

Condition (7.17a) ensures us that when we further condition on Z, it does not affect the
conditioning of U/; — Uy on D = 1 and X. Condition (7.17c) assures us that the denomi-
nator of the expression is not zero.

Observe that if we assume that BE(U; | X) = 0 and E(U, | X) = 0 (s0 go(X) = po(X) and
g1(0) = u(X)),” and if we assume that

Uy, UL D|X, 7, (7.19)
then 1TV also identifies
E(Y, — Yy | X) = g1(X) — go(X) = po(X) — p (X)),

the effect of treatment on a randomly chosen person with characteristics X. Under these
assumptions, matching and IV are now indistinguishable except that IV augments the
original X variables by Z.**

If individuals select into the program on the basis of the gain in uncbservables,
U, — Uy, or on the basis of variables that are (stochastically) dependent on the gain in
unobservables, the conditions required for IV estimators to consistently estimate E(Y; —
Yo | X, D = 1) are not satisfied (Heckman and Robb, 1985a, 1986a,b; Heckman, 1997)
unless U, = U, or U; — Uy is unknown or not acted on at the time program participation
decisions are made. If the instrument Z is correlated with the gain in unobservables, and if
individuals base their participation decisions at [east in part on that gain, then the instru-
ment is correlated with the error in the outcome equation. For the parameter of interest,
treatment on the treated, failure of (7.17a) produces:

EY, =Y I X, Z,D =1) = (g:(X) — go(X)) + EW, — Uy | X, 2,2 = 1).

Because the instrument enters the second term on the right hand side, it 1s not a valid
instrument. The outcome equation may be written as

Y =go(X)+ DE(Y, ~ Yy | X,Z,D=1)

+{Uy + DU, — Uy) — BE(U, — Uy | X,Z,D = 1)]}.

7 If E(U, | X) = 0, then (7.17b) is the more familiar IV condition E(Uy | X, Z) = E(U, | X) = 0.
¥ Observe that even if E(Uy | X) 5 0 and E(U, | X) # 0, under conditions (7.17a) to (7.17¢), IV identifies
E(Y, - Y 1 X) = g((X) — go(X) + EQU, — Uy | X).
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The term in braces is the unobservable when the parameter of interest is the impact of
training on the trained. For Z to be a valid instrument, it must be mean independent of this
error term. But if the gain in unobservables determines participation, then Z conditional on
D =1 is related to the gain and the expectation of the error term conditional on Z is
certainly not equal to zero. The implication of this result is that when the response to
training varies among individuals, and the parameter of interest is the impact of treatment
on the treated, the method of instrumental variables requires a strong behavioral assump-
tion about how persons make their decisions about program participation.

To make this point more concretely, consider an example in which program evaluators
use the distance between a person’s residence and the training center as an instrument.
They assume that the distance to the training center affects outcomes only through the
participation indicator in the earnings equation. The problem that arises in the heteroge-
neous response framework is that we would expect persons who live far away from the
training center to participate in training only when their expected gain from training is
relatively large — large enough to offset their higher cost of participation. By contrast,
persons closer to the training center, who therefore face a lower cost of participation, will
have smaller average expected gains from training. As aresult, if an individual participates
in training, their post-training earnings also depend on how far away they live from a
training center. Therefore the instrument, distance, is correlated with the unobserved
component of the gain from training for those who take training (D = 1) even if it is
not for a random sample of persons in the population. Put differently, knowing how far
trainees live from a training center tells us something about their expected earnings even
conditional on their training status, which means that distance from the training center is
not a valid instrument in this case.”

7.4.4. The instrumental variable estimator as a matching estimator

Heckman (1998c¢) shows how most evaluation estimators, including 1V estimators, can be
interpreted as matching estimators using the weighting framework of Egs. (7.8) and (7.10).
To sec the basic idea, consider the simple random coefficient model

Y = B(X)+ aD + U.

We define 3 and « as functions of X where E(U | X, D) # 0. Assume a valid instrument 7
that satisfies conditions (7.17a)~«7.17¢). Then

EY X, 2)=BX)+Ee|X,.D=DED|X,2) + EU | X,Z).

Now we can express the outcome equation as follows:

** Notice that this is an alternative interpretation that explains the “discount rate bias” recently discussed by
Card (1995). Instrumenting by distance to a school or a training center may raise the estimated return to schooling
or training if responses to schooling or training are heterogeneous and persons act on this heterogencity .
enrolling in schooling or training programs.
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Y=BX)+Ea|X,D=1DED|X,Z)+ U

+la—Ew|X,D=D]ED|X,2) + W]+ E(a | X,D = 1DW,

where D = E(D | X, Z) + W and where, under our assumptions, the error terms have mean
zero conditional on X and Z.* If we have a valid instrument, then E(U | X,Z) = E(U | X)
and E(a | X,Z,D=1)=E(a | X, D= 1). To identify E(a | X, D = 1) we may form
pairwise comparisons between person i and anyone else, provided that the matched partner
for i, say i’, has the same X but a different Z = Z' , where

ED|X,Z) #EWD | X,2".
1f this condition is satisfied, we may match a suitable i’ to form the pairwise estimate of the
gains as follows:
}’1' - Ylf
E(D; | X,Z) — E(Dy | X,Zy)°

Therefore,

q Y- Y
E(Dt | X’ZE) - E(Df’ | XaZi’)

]ZE(aIX,D: 1).

Accordingly, we can write our estimate of E(a | X, D = 1) as a weighted average of
contrasts:

. (Y, — ¥y) »
o Z[ E(D; | X, Z) — B(Dy | X. Zy) ]W("l ) (7.20)

i

for i,i’ such that E(D; | X,Z,) # E(D,’ | X, Z;'), and where the weights are given by

Wi = (B(D; | X,Z) — B(Dy | X, Z))?

T N B0, 1X.2) - B, | X.Z0)P

Formally, we set
Y, — Yy

=0
EWD; | X,Z) —ED;y | X,Zy)

for i,i', where E(D;|X, Z;) = B(Dy|X, Zy) and we get the same result summed over all i,/
since for these cases W(i, i) = 0.

Eq. (7.20) reveals that propensity score matching with Z as the propensity score esti-
mates E(a | X, D = 1) by taking a weighted average of all i,i’ contrasts for values of (X,Z)

% As we have stressed, all we need is that the error terms depend only on X in order to recover
ElaX) | X, D=1).
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with distinct probability values. Instrumental variable estimation is just a weighted aver-
age of contrasts of conditional means constructed in terms of propensity scores. Observe
that this method only requires (7.17b) and not that E(U | X, Z) = 0. Thus, like matching
and randomized trials, the TV method does not eliminate conventional econometric
exogeneity bias — it just balances the bias.

7.4.5. IV estimators and the local average treatment effect

Imbens and Angrist (1994) reinterpret the output of IV Eq. (7.18) as the effect of treatment
on those who change state in response to a change in Z. It is a discrete approximation to the
marginal treatment effect (3.14) previously discussed in Section 3.4 and defined as the
effect of a marginal change of a policy on those induced to change state as a consequence
of the policy. Keeping the conditioning on X implicit, their parameter is E(Y; — Y, |
D(z) = 1,D(z") = 0) where D(z) is the conditional random variable D given Z = z, and
where 7’ is distinct from z, so z # z'. This conditions on people who switch from “0” to
“1” as a consequence of the change in Z. This parameter is termed “LATE” for Local
Average Treatment Effect.

The LATE parameter has several non-standard features. It is defined by variation in an
instrumental variable that is external to the outcome equation. Unlike the instrumental
variables discussed in the preceding section, in LATE, different instruments define differ-
ent parameters. In the traditional IV literature, Z is used to identify the effect of X on
outcomes. In LATE, variation in Z defines the parameter and no distinction between X and
Z is made. When the instruments are indicator variables that denote different policy
regimes, or when the instruments are different levels of intensity of a policy within a
given regime (i.e., the level of ¢ in terms of the analysis of Section 3.4), LATE identifies
the response to policy changes for those who change their program participation status in
response to the policy change. When the instruments refer to personal or neighborhood
characteristics used to predict an endogenous variable, say schooling in an earnings
equation, LATE has a less clear cut interpretation and its relevance for policy analysis
is questionable.

The measured variation in Z among people could be due to their choices of Z. If
distance to the nearest school or training center is the instrument, LATE estimates the
effect of variation in the distance to school on the earnings gain of persons who are
induced to change their schooling or training status as a consequence of the different
commuting costs they face. If a personal characteristic is used as an instrument, for
example, family income, the parameter defines the marginal change in the outcome
with respect to the variation in family income among those who would have changed
their state in response to the sample variation in family income.

To define the LATE parameter more precisely, let D(z) be the conditional random
variable D> given Z = z. (Recall that conditioning on X ts kept implicit in this section).
Since D(z) is defined conditional on a particular realization of Z == z, it is independent of
Z.°' Imbens and Angrist (1994) assume that:
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(Yy, Y,,D(2)) are independent Z and Pr(D=1|Z=z) is a non-trivial function of Z where
these random variables are understood to be defined conditional on X. (7.JA.1)

As a consequence of this assumption, for a given person (with fixed ¥,,Yy), and recalling
that for Z = z, Y = Yy(1 — D(2)) + Y1 D(2), we may write

E(Y|Z=2—EY|Z=7)=ED@Y, +(1 - DYt | Z=1]
~EIDE)Y + (1 = DENY 1 Z =7

= E((D() — DEWY, — 1)), (7.21)

The final step follows from assumption (7.IA.1) and depends crucially on the conditional
independence of ¥ |,¥; and D(z) from Z

In the Imbens—Angrist thought experiment, all of the random variables in the expression
are defined for the same person. Thus for different values of Z = z, ¥; and Y, do not change
and {D(Z)} for z in the support of Z is a collection of not necessarily independent random
variables produced by changing Z and either not changing any other random variable or
changing them only in the way specified in assumption (7.IA.2) below. In terms of the
index model of discrete choice theory with index function H(Z,V), which may be a net
profit or net utility function, we have

D=1z, V)= 0) (7.22)

and Vis a random variable. In the Imbens and Angrist (1994) thought experiment, V stays
fixed while z 1s varied.
From Eq. (7.21) it follows that

B(Y | Z=2) B(Y|Z =) =E(Y, ~ % | D@ ~ DE) = DP(D(E) — D) = 1)

+E(Y, ~ Y, | D(z) ~ D(2') = ~DPr(D(z) — D(Z') = —1). (7.23)

This is the total effect on the outcome measure of a change in Z, including the effect on
those induced to enter the program and the effect on those induced to leave the program.
In terms of our discussion in Section 3.4, if Z is a policy variable, this produces the net
effect of a change in Z on the aggregate measure of Y. This is one of the necessary
ingredients for a cost benefit analysis of the effect of a marginal change in a policy
variable on outcomes.

Imbens and Angrist (1994) break up the total effect into two terms: E(Y; — Y, | D(z) —
D(z)=1) and E(¥, — ¥, | D(z) — D(z') = —1), defined for those induced into the
program and induced out of it, respectively, and they present conditions that make it

® For two random variables (J,K) let f be the density (or frequency). Then f(J, K) = f(J | K)f(K) so J given K
is statistically independent of K although f(J | K) may be functionally dependent on K.
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possible to identify one of these. To identify the Imbens and Angrist (1994) “causal”
parameters, a second assumption about the hypothetical random variables is required:

For all z,z’ in the support of z, either D(z) = D(z') for all persons or
D(z) = D(z') for all persons. (7.1A.2)

Assuming that the denominator is not zero, this monotonicity assumption zeros out one of
the two terms in (7.23). The assumption regarding the denominator is a technical condi-
tion. Even if the denominator is zero the program may have an effect on the aggregate
through a shift in the composition of participants and non-participants. The variation
across z and 7’ is made holding the error term constant. Condition (7.JA.2) makes either
Pr(D(z) —~ IXzY = 1) or Pr(D() — D(z'y = —1) zero for everyone. Thus, under their
conditions the effect of a change in Z is to shift people into one sector or the other but
not both. Suppose D(z) = D(z'), then Pr(D(z) — D(z') = —1) = 0 and using (7.23) we
obtain

EY|Z=7~EY|Z=12)

EY, — Yy | D) - D) =1)= PeD=1|Z=2-PrD=1|Z=17)"

(7.24)

If the monotonicity assumption is violated, IV estimates a weighted average of the
LATE arising from people flowing from 0 to 1 and a reverse LATE arising from people
flowing from 1 to 0, with the weights being

Pr(D(z) — D(z) = 1) and Pr(D(z) — D(Z) = —1)
PrD=1|Z=2-PD=1|2Z=17) PrD=12=2-PiD=1|Z=7),

respectively. Because LATE is defined in terms of population moments, it can be consis-
tently estimated by instrumental variables methods replacing population moments by
sample moments.

Comparing (7.18) with (7.24) reveals that “LLATE” looks like what the standard 1V
converges to except for one important difference: the LATE parameter is z dependent.
Both the LATE and E(Y, ~ Y, | X, D = 1) are identified by taking the ratio of the change
in the outcome induced by Z and dividing by the change in the probability of being in
sector 1 induced by Z = z. The parameter E(Y, — Y, | X, D = 1) does not depend on Z
while the LATE parameter does. Observe further that if conditions (7.17a) through (7.17¢)
are satisfied, the LATE estimator also identifies E(¥, — ¥, | X, D = 1). Thus, in the case
of a common coefficient model, or in the case where responses to training are hetero-
gencous, but not acted on by agents, LATE identifies E(Y, — Y| X, D= 1) =
E(Y, — Y, | X).

Condition (7.1A.2) is satisfied if (7.22) characterizes choices. It is also satisfied by any
index IN = H(z,V,) where

D)=1(IN>0|Z=2)

characterizes participation in the program being evainated, provided that / 1s increasing in
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z, V, is increasing in z and H is increasing in V,. This would be satisfied in the case of a
scalar z if

V.=V, + o(2),

for z > 7', where o(z) is a random variable with o(z) > 0 when z > 7', If, however, 0(z) is
permitted to be both positive and negative, condition (7.1A.2) would not be satisfied.

The Roy model estimated by Heckman and Sedlacek (1985) has a decision rule of the
form (7.22) or {6.5):

and
D=1UN>0|Z=72).

If k(z) is monotonic in z, this decision rule produces a model consistent with (7.1IA.2). To
see this, assume that ¥} and Y; are continuous random variables and that Z is independent
of (Y; — ¥p) so that the conditions of (7.IA.1) are satisfied. In the Imbens and Angrist
(1994) thought experiment that defines their estimator, ¥, — ¥, = V is fixed and different
realizations of Z are considered. In this set up, the event D(z) — D(7’) = 1 is described by
the inequalities

Yi—Yy+kiz)y>0 and Y, —Y,+kE)<0
so that
—k() > ¥, ~ ¥y > —k(2)

and the condition D(z) — D(z’) = 1 induces a partition of ¥, — ¥,,. Now the LATE “causal
parameter” is

E(Y, - Y lD@~DEYy=1)=E¥, - Y, | k2 <Y, — Y, < —k@@)),

which clearly depends on the choice of z and z' % This example is a clear illustration of
how under its assumptions LATE sidesteps the problem that Z is not a valid instrument for
the treatment on the treated parameter in the Roy model. It estimates a different parameter
that under its assumption approximates part of the marginal effect of a policy change
derived in Section 3.4.

Consider once more our example of distance from the training center as an instrument
for estimating the impact of fraining on earnings. If the LATE assumptions apply. but
assumption (7.17a) does not, then LATE identifies the impact of commuting distance
variation on training ouicomes for those induced to participate by the change in the
commuting distance. The LATE estimator with distance to the training center used as Z

52 This example illustrates the point that statistical independence of two random variables does not imply their
functional independence.
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does not identify the impact of training for other samples or the LATE associated with
different instruments.

In general, the LATE parameter depends on the particular choice of the z and z’ as well
as X. Factors external to the outcome equation define the LATE parameter and a different
parameter is produced for each choice of z and z'. If there are multiple instruments, there
are multiple parameters. Additional instruments do not improve the efficiency with which
a fixed parameter is estimated as they would in standard “policy invariant™ structural
models. Instead different instruments define different parameters. However, we have
presented cases where the instruments are policy changes and LATE identifies a policy
relevant parameter.

Heckman and Vytlacil (1999a,b) introduce a new parameter — the Local Instrumental
Variable (LIV) parameter — which is a limit form of LATE when the instruments are
continuous. A variety of evaluation parameters including LATE can be generated from it
by using different weighting schemes. LIV is the fundamental building block of evaluation
analysis. Heckman and Vytlacil (1999a) use LIV to bound parameters when treatment
effects are not identified.

Imbens and Angrist (1994) claim that their identifying assumptions are much weaker
than the more familiar identifying assumptions used in econometrics based on index models
or latent variables crossing thresholds. In fact, their assumptions are equivalent to assuming
a latent variable so there is no added generality in their approach (see Vytlacil, 1999).

7.4.6. Regression discontinuity estimartors

Regression discontinuity estimators constitute a special case of “selection on observa-
bles.” Originally introduced by Campbell and Stanley (1963), evaluations based on them
have been presented by Goldberger (1972), Cain (1975), Barnow et al. (1980), Trochim
(1984) and, more recently, by van der Klaauw (1997) and Hahn et al. (1998). In this model,
treatment depends on some observed variable, S, according to a known, deterministic rule,
such as D=1 if § < S, D = 0 otherwise. If ¥, depends on §, and if « # 0, then this
assignment rule will induce a discontinuity in the relationship between Y = ¥, + Da and
S at the point $=5.% Two features distinguish this case from the standard selection on
observables case discussed in Section 7.4.1. First, there is no common support for parti-
cipants and non-participants. For all values of S, Pr(D = 1 | §) € {0,1}. Thus, matching is
impossible. Recall our example in Section 6.3 where the analyst knows (¢, Yy). Conditiori-
ing on both of these variables violates the assumption (7.5). Thus the regression disconti-
nuity estimator takes over when there is selection on observables but the overlapping

support condition required for matching breaks down. Alternatively, the regression
% 1f the same parameter is estimated for all choices of commuting distances, then (7.17a) holds and the LATE
estimator, which is formally equivalent to the I'V estimator, recovers the impact of treatment on the treated. This is
the basis for a test of whether the LATE is equivalent to the impact of treatment on the treated over the range of
distance values for which it is estimated.
% We consider the assignment rule § < § for simplicity. The case with § > § is symmetic.
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discontinuity design estimator is a limit form of matching at one point. Second, the
selection rule is assumed to be deterministic and known.

Barnow et al. (1980), present a simple example of this estimator. They consider a
hypothetical enrichment program for disadvantaged children based loosely on the US
Head Start program. Children with family incomes below a cutoff level receive the
program, all other children do not. The outcome variable of interest is the children’s
test scores. As shown in Fig. 9, the underlying relationship between test scores and family
income is assumed to be linear. The line segment above the cutoftf level reflects this
relationship, which would continue (as shown by the broken line) to lower levels of family
income in the absence of the program. The discontinuity in the regression line at the cutoff
point represents the effect of the program, which is assumed to be a constant «. Under the
assumptions of a common effect model and of linearity in the relationship between chil-
dren’s test scores and pre-program family income, « can be estimated without bias by
OLS estimation of:

Now consider the random coefficient case where « varies. We let «; be the value of «
for person i. The deterministic selection rule assumed in the regression discontinuity
design precludes individuals choosing to participate in the program based on «;. However,
if o; varies with S, then the mean impact of the treatment on the treated may differ from the
mean impact of the treatment on a randomly selected person in the population. Due to the
lack of a common support, no information about the impact of treatment on the untreated is
available except at the point of discontinuity other than through extrapolation of the
impact estimated for participants via functional form assumptions. Such an extrapolation

Test
Scores

Participants

Non-participants

Pre-program Farily come

Fig. 9. Barnow et al. {1980): Head Start impact exlrapolation example.
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is illustrated in Fig. 9 in the upper broken line. This is a limitation of the estimator because
one policy change of interest would be to increase the cutoff level to allow persons
presently excluded at the margin to be included in the program. Some continuity has to
be assumed to use the estimator in this situation. If 1t is assumed that the functional form of
the relationship Yy(S) is known or can be determined using the available data, then we can
estimate the impact of the treatment as a function of §, @(S), for persons in the program as
the difference between the extrapolated Y (S) and the observed outcomes of participants at
cach value of S. In the simplest case, if «; is a linear function of S, then OLS estimation of

will yield unbiased estimates of the linear relationship «; == ay + @S for participants.
With knowledge of this relationship, we can readily determine the effects of a policy of
cutting back the program by changing the cutoff point to exclude more people.

The most important issue in the application of the regression discontinuity design
estimator is the extent to which the functional form of Yy(S) is known (possibly from
samples not subject to treatment) or can be estimated. The older literature (e.g., Cook and
Campbell, 1979) considers various methods such as selecting among polynomials in S
through a combination of formal testing and visual inspection of the data. The more recent
literature (e.g., Hahn et al., 1998) avoids this problem by estimating the impact of the
treatment locally at the cutoff point using non-parametric methods. The former approach
has the advantage of putting all of the data to use in identitying ¥y(S); conditional on
choosing the correct functional form, the parametric approach yields more precise esti-
mates. The non-parametric approach has the advantage of avoiding extrapolation bias. In
the random coefficient case, the non-parametric approach obtains only a local average
treatment effect — the effect of treatment on participants with values of S close to §. With
multiple points of discontinuity, however, this problem becomes less severe. The para-
metric approach can still identify a(S) among participants as the difference between the
observed relationship between Y and S conditional on D = 1 and the relationship Yy(S)
estimated using the non-participants.

Another issue that arises in the analysis of regression discontinuity designs are so-called
“fuzzy” assignment rules where assignment to the treatment is not a completely determi-
nistic function of S. Except in the case of random variation in assignment conditional on S,
fuzziness in the assignment rule changes this problem from one of selection on observa-
bles to one of selection on unobservables, conditional on §. The general methods for
dealing with selection on unobservables discussed in this chapter can be applied in this
situation, but much of the simplicity of the regression discontinuity design is lost {see the
discussion in van der Klaauw, 1997). Stili, the discontinuity assumed for § can aid in
identifying parameters. For a random effect model, and under local monotonicity, Hahn et
al. (1998) identify a LATE effect.

A final issue that arises in regression discontinuity designs concerns non-participation in
the program by persons whose values of § make them eligible for it. Unless the common
effect model is assumed, or the random effect model is assumed but participation does not
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depend on the person-specific component of the impact, the simple estimation schemes
described above no longer identify the mean impact of the treatment on persons satisfying
the cutoff condition, even if the functional form of ¥y(S) is known. They do, however,
provide unbiased estimates of the impact of the treatment on the treated. If we seek to
identify the impact of treatment on all persons below the cutoff point, S < S, which would
be of interest in regard to proposals to increase participation among persons already
eligible (i.e., raising the “take-up rate”), we must apply modified versions of the non-
experimental methods discussed in this section.

7.5. Using aggregate time series data on cohorts of participants to evaluate programs

For the model of Section 6.3 with one possible program enrollment period over the life-
cycle, (e.g., schooling, or army service), and for many other models, it is sometimes
possible to identify the effect of treatment on the treated using only data on cohort
means, without knowing the treatment status of any individual in the cohort. As noted
in Section 3.4, in principle one can evaluate a program using aggregate time series data
and thereby avoid the selection problem. Initially, assume a time homogeneous environ-
ment. Estimates of the aggregate cohort mean outcomes formed in two or more cross-
sections of unrelated persons measured before and after the age where participation in the
program is possible can be used to obtain estimates of the effect of treatment on the treated
free of selection bias even if the training status of each person is unknown so long as the
cohort proportion of trainees is known or can be consistently estimated. With more data,
the time homogeneity assumption can be partially relaxed, as we will demonstrate.

Assuming a time homogeneous environment and access to repeated cross-section data
governed by random sampling, it is possible to identify o = E(Y; — ¥, | D = 1) (a) with-
out any instrumental variables, (b) without need to specify the joint distribution of U/, U,
and V, and (c) without any need to know which individuals in the sample enrolled in
training. However, the proportion of training must be known or consistently estimable
(Heckman and Robb, 1985a, 1986b.)

To show how this is possible, suppose that no regressors appear in the earnings func-
tion. % Assuming that random sampling generates the data, the expectation of the cohort
means (denoted by “-7) is

E(Y)=E@g, +aD+ U)= B, +E(|D= 1P, for 1 > k,
and
B(¥Y,)=E(B, + Uy) = B, for t' <k,

%9 If regressors appear in the carnings functions, condition on X. See Heckman and Robb (1985z, 1986a) for the
general case.
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where P = Pr(D = ). In a time homogeneous environment, 3, = 3, and

E(Y,) — E(7,/)
P

Replacing sample means with population means defines the estimator. The estimator
can be formed within X strata. This is a grouping estimator that averages out the error term.
Nowhere does it exploit any covariance term to identify the parameter. Hence, it is
possible to identify the parameter when U is correlated with D and there is no conventional
instrumental variable.

With more than two years of repeated cross-section data, one can apply the same
principles to identify E(a | D = 1) while relaxing the time homogeneity assumption.
For instance, suppose that the time trend for cohort mean earnings lies on a polynomial
of order L — 2:

=Ea|D=1).

B, =+t + e+ Ayt

From L temporally distinct cross-sections, it is possible to consistently estimate the . — |
m-parameters and B(a | D = 1) provided that the number of observations in each cross-
section becomes large and there is at least one pre-program and one post-program cross-
section.

If the effect of training differs across periods, it is still possibie to identify E(c«, | D = 1),
provided that the environment changes in a “sufficiently regular” way. For example,
suppose

Br = m + mt,

Blo, [ D=1)= o))", 1>k

In this case, g, 7|, ¢, and ¢, are identified from the means of four cross-sections, as long
as at least two of these means come from a pre-program period and two come from
successive post-program periods.66

Heckman and Robb (1985a, 1986b) state the conditions required to consistently esti-
mate E(a, | D = 1) using repeated cross-section data on cohort aggregates which do not
record the training identity of individuals under general conditions about cohort and time
effects. Section 7.7 studies the sensitivity of this class of estimators to violations of the
random sampling assumption.

7.6. Panel data estimators

Access to repeated observations on the same persons followed over time enables analysts
to exploit the time series properties of the outcome equations and their relationship with

% Heckman and Robb (1985a) show how (o solve the four equations for means in terms of the four unknown
parameters.
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program participation equations. Like the classical econometric selection bias estimators,
panel data estimators exploit additive separability between model and error.

This subsection consists of four parts. In the first part, we consider panel data estimators
for the common coefficient model (3.10). We allow « to depend on X but we assume only
one error term U, = Uy, = U,. A model with two errors in (3.10), U, = DU,,+
(1 — D)U,,, complicates the analysis and alters the conclusions reached for the simpler
case of a single error term. This case requires a separate analysis because many long-
itudinal estimators are not robust to the introduction of two regime-specific error terms
into the model.

In the second part, we extend the panel data models to apply to repeated cross-section
data. We demonstrate how many conventional panel data evaluation estimators can be
applied to repeated cross-sections of the same populations sampled over time. This is
fortunate since repeated cross-section data are much more commonly available around the
world than are panel data. In the third part, we extend these results to allow for a two
component model, so that there is heterogeneity in responses to program participation on
unmeasured outcomes (U,, 7 Uj,). Finally, in the fourth part we show how the panel data
estimators can be placed within the matching framework of Section 7.4.1.

7.6.1. Analysis of the common coefficient model

We start the analysis by assuming model (3.10) with Uy, = Uy, = U, sothatY,, — Yy, = «
but o may depend on X, «(X).We consider more general cases below. The cases consid-
ered in this section are the familiar models used in conventional panel data analysis.

7.6.2. The fixed effects method

We begin our analysis with the conventional fixed effect model. Eq. (6.7) presents the key
identifying assumption of the fixed effect method. If we allow Eq. (3.10) to include
observed characteristics, the identifying assumption is:

E(Uy | X,D=1)=EUy | X,D = 1), for some 1 > k > £ (6.8")

Recall that & is the period of program participation. Suppose that this condition holds and
the analyst has access to 1 year of pre-program and 1 year of post-program outcome data.
Regressing the difference between the outcomes in the years t and # on a dummy variable
for training status produces a consistent estimator of «. (This method is well exposited in
Hsiao, 1986.) A variety of efficient estimators have been developed that exploit the multi-
plicity of contrasts that are sometimes available.

Some program participation rules and error processes for earnings justify condition
(6.8"). For example, consider a certainty environment in which the earnings residual has
a permanent-transitory structure:

U =¢+e¢,

where g, Is a mean zero random variable independent of all other values of &, for ¢ 7 t,
and is distributed independently of ¢, a mean zero person-specific time-invariant random
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variable. Assuming that the V (=c¢ + Y,) in participation rule (6.4) are distributed inde-
pendently of all &, except possibly for g, condition (6.8") will be satisfied provided that
decision rule (6.3) generates participation. However, this condition is violated if there are
imperfect credit markets as in Section 6.3.4. With two periods of data (in ¢ and 7,
t > k> 1t), @ is identified. With more periods of panel data, the model is overidentified
and hence we can test condition (6.8"). See the discussion in Hsiao (1986).

The permanent-transitory error structure is very special. As already discussed in Section
6, much evidence speaks against this error specification as a description of carnings
residuals. (See also the discussion of the evidence in Section 8.4.) This method is crucially
dependent on additivity of the errors, strong assumptions about program participation rules
and special assumptions about the time series properties of the errors. Thus it is not
surprising that LaLonde (1986) finds the method to be one of the least reliable non-
experimental estimators for evaluating training programs.

7.6.3. U, follows «a first-order autoregressive process
We consider a more general model and assume that U, follows the first-order autoregres-
sion given by Egs. (7.1a)—(7.1¢c). Substitution into (3.10) yields

=+ 1

Y, =X, — (X0 OB+ —p Dat p Y+ > Pt fort >t > k.
=0

(7.27)

This expression is an alternative form of (7.2) that includes regressors. Assume further that
either (i) the perfect foresight rule of BEq. (6.3) determines enrollment and the &, are
distributed independently of X or (ii) that the post-k &, are not known at k, and are forecast
to have zero means. (Heckman and Wolpin (1976) invoke similar assumptions in their
analysis of affirmative action programs.) If the X are independent of g, for all j,j ' %7 then
least squares applied to Eq. (7.27) consistently estimates « in large samples.® Unlike the
fixed effects model, the autoregressive model does not require preprogram earnings and
hence can be used to evaluate schooling or training programs for youth. As is the case with
the fixed effect estimator, the model becomes overidentified (and hence testable) for
panels with more than two time periods. If we assume imperfect credit markets of the
form presented in Section 6.3.4, the estimator is inconsistent because participation
depends on all lagged and future ¢, and D is correlated with the error in (7.27).

7.6.4. U, is covariance stationary
The next procedure invokes an assumption about the time series properties of the ecror that
is implicitly used in many papers on training (Ashenfelter, 1978; Bassi, 1983), and exploits

5" This condition can be weakened to mean independence: E(s; | X, ..., X7) = 0 for all j.
% A non-linear regression that imposes restrictions across coefficients increases efficiency.
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the assumption in a novel way (Heckman and Robb 1985a, 1986a). We assume the
following:

(a) U, is covariance stationary so E(U,U,_;) = o; for j = 0;

(b) there is access to at least two observations on pre-program earnings in ' and t' — j as
well as one observation on post-program earnings in ¢ where ¢ — ¢’ = j; and

(©) E(U, | D= 1)P # 0, where P = Pr(D = 1).

Unlike the two previous models, here we make no assumptions about the appropriate
participation rule or about the stochastic relationship between U, and the cost of enroll-
ment in (3.10) or (6.3). We can define this model conditional on X values.

We write the model as

Y,=8+Da+ U, fort > k,

Yo =B, + Up, for ' < k,
where B, and B, are period-specific shifters and the conditioning on X is kept
implicit.

Using a random sample of pre-program earnings from periods ¢ and ¢’ — j, we can
consistently estimate o; = Cov(Y,, ¥, ;) using the least squares residuals. If ¢ > k and
¢ — t' = j, so that the post-program earnings data are as far removed in time from ¢ as ¢’ is
removed from ¢’ — j, the covariance Cov(¥,, Y,y satisfies

Cov(Y,,Yy) = 0; + aPE(Uy | D= 1), fort >k >t
The covariance between D and Y, 1s

Cov(Yy, D)= PE(U, | D= 1), for ' < k.

Assuming E(U, | D = 1)P £ 0 for t' < k, we obtain

 Cov(Y,,Y;) — Cov(¥,, ¥, ))
“ Cov(Y,, D) )

Using sample moments in place of population moments defines the estimator. For
panels of sufficient length (e.g., more than two pre-program observations or more than
two post-program observations), the stationarity assumption can be tested. Increasing the
length of the panel converts a just-identified model to an overidentified one. Heckman and
Robb (19852a) consider a variety of other assumptions that exploit the time series proper-
ties of the panel data including factor structure models for error processes.

7.6.5. Repeated cross-section analogs of longitudinal procedures

We can apply most longitudinal procedures to repeated cross-section data. Such data are
cheaper to collect, and they do not suffer from the problems of non-random attrition which
often plagues panel data.”” The previous section presented longitudinal estimators of

% These points were first made in Heckman and Robb (1985a, 1986a).



Ch. 31; The Economics and Econometrics of Active Labor Market Programs 1977

that are based on identifying moment conditions. In all cases but one, however, we can
identify a with repeated cross-section data. Heckman and Robb (1985a, 1986b) give many
additional examples of longitudinal estimators which can be implemented on repeated
cross-section data.

7.6.6. The fixed effect model
As in Section (7.6.2), assume that condition (6.8") holds so that

EWU, D=1 =EU | D=1,

E(U, | D=0)=EU, | D=0),

forall 1,/ such thats > k > t'. As before, we can condition on X. E(Y, | D = 1) is the mean
outcome of participants in year ¢ and E(Y, | D = 0) is the mean outcome of non-partici-
pants in year 7, with sample counterparts ¥) and ¥ respectively. The parameter can be
written in terms of population moments as

a=[EBY,|D=1D)—-EY,|D=0]—-[EY, | D=1) - E¥y | D=0)]
with sample counterpart
&= (Y — 7O) — FD - 7O,

Assuming random sampling, consistency of & follows immediately. As in the case of the
longitudinal version of this estimator, with more than two cross-sections, condition (6.8")
can be tested.

In one respect this example is contrived. It assumes that in the pre-program cross-
sections we know the identity of future trainees. Such data might exist (e.g., individual
person records can be matched to subsequent training records). One advantage of long-
itudinal data for identifying and estimating « is that we know the training status of all
persons without resort to further sampling or matching of records across different data
sources.

7.6.7. The error process follows a first-order autoregression
Suppose, instead, that U, follows a first-order autoregressive process given by Eq. (7.1¢)
and that

E(g | D) =0, for 1 > k.

It is possible to identify o with three successive post-program cross-sections in which the
identity of trainees is known.

To establish this result, let the three post-program periods be £, ¢ + 1 and ¢ + 2. Assum-
ing, as before, that no regressor appears in Eq. (7.2), or, alternatively, conditioning on X,
we obtain:

E(Y, |ID=1)=g+a+EU|D=1,
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E(Y;, | D=0)= 8, + E(U; | D= 0),

From condition (7.1c¢),

E({U | D=1)=pEWU, | D= 1),

E(U,+; | D =0) = pE(U, | D = 0),

E(Up | D=1)=p’E(U, | D= 1),

E(Uq, | D=0)=p’E(U, | D =0),
Then

_EQ I D=1) ~E(Y,» | D=0)] —[EY,, | D=1) ~E(Y,., | D=0)]
[EYy; [ D=1)—EY, | D=0)] - [E¥, | D=1)-EY, | D=0)]

(7.28a)
and
o= [EY 2 | D=1) —E(¥, 12 | D=0)] = plE(Y,., | D=1)—E(,, | D= 0)]
1—p .
(7.28b)

Replacing population moments by sample moments defines the estimator.”

For this model, the advantage of longitudinal data is clear. Only two time periods of
longitudinal data are required to identify «, but three periods of repeated cross-section
data are required to estimate the same parameter. However, if ¥, is subject to measurement
error, the apparent advantages of longitudinal data become less clear. Repeated cross-
section estimators are robust to mean zero measurement error in the variables. The long-
itudinal regression estimator discussed in the preceding section does not identify « unless
the analyst observes earnings without error or has access to instruments to adjust for the
measurement error. Given 3 years of longitudinal data and assuming that measurement
error is serially uncorrelated, one could instrument Y,, in Eq. (7.2), using earnings in the
earliest year as an instrument. This requires one more year of data. Thus one advantage of
the longitudinal estimator disappears in the presence of measurement error. With four or
more repeated cross-sections, the model is obviously overidentified and hence subject to
test.

7.6.8. Covariance stationdry errors
For simplicity, we implicitly condition on X (see Heckman and Robb, 1985a, 1986a, for
the case in which regressors are present.) For any model with stationary errors

70 Notice that a test that the numerator is zero is a test that p = 1. Thus one can test the identifying condition
that p # 1.



Ch. 31: The Economics and Econometrics of Active Labor Market Prograins 1979

Var(Y,) = &*(1 — P)P + 2aE(U, | D = DP + %, for t > k,
Var(Y,) = o7,  fort <k,

Cov(Y,,D) = a P(1 — P) + E(U, | D = 1)P.
Note that E(UTZ) = E(U,Z,) by virtue of our assumption of stationarity. Then”'
a=[P(1 — P)] '[Cov(Y,, D) — ([Cov(Y,,D))* — P(1 — P)[Var(Y,) — Var(¥,)]}""].

Replacing sample moments with population moments defines the estimator. Different
features of the covariance stationarity assumptions are being exploited. The longitudinal
procedure only requires that E(UU, )=E(UyU, ;) for j > 0; variances need not be equal
across periods. The repeated cross-section analog above requires only that variances be
stationary; covariances could differ among equispaced pairs of the U,. With more than two
cross-sections, the covariance stationarity assumption is overidentifying and hence subject
fo test.

7.6.9. The anomalous properties of first difference or fixed effect models

Almost all of the estimators considered in this chapter require a comparison group (i.e., a
sample of non-trainees). The only exception is the fixed effect estimator in a time homo-
geneous environment where 3, = B,.. In this case, if condition (6.8") holds, and if we let
X, B = B, to simplify the exposition, then

a=EY,|D=1)—EY,|D=1.

No information on non-participants is needed, although information on participation or
non-participation by the same persons is required.’” This is not a general feature of the
other estimators that we have considered. Even in stationary environments, other estima-
tors require both participants and non-participants. Even the fixed effect estimator requires
information on non-participants in a non-stationary environment.

Many of the procedures considered here can be implemented using only post-program
data. It is not necessary to have pre-program background data. The covariance statio-
narity estimators of Section 7.6.4, certain repeated cross-section estimators, and first
difference methods constitute exceptions to this rule. In this sense, those estimators
are anomalous.

Fixed effect estimators also are robust to departures from the random sampling assump-
tion. For instance, suppose condition (6.8') is satisfied, but that the available data over-
sample or undersample trainees (i.e., the proportion of trainees in the sample does not

"' The negative root of the quadratic equation for ¢ derived from the three moments presented in the text does
not identify the parameter. For details, see Heckman and Robb (1985a).

7 Strictly speaking, we can implement the estimator by sampling participants in the same cohorts without
sampling the same persons in ¢ and ¢'. Recall our discussion of the repeated cross-section estimators.



1980 J. J. Heckman et al.

converge to P = E(D)). Suppose further that the analyst does not know the true value of P.
Nevertheless, a first difference regression continues to identify «. As noted in Section 7.7,
many other procedures do not share this property.

7.6.10. Robustness of panel data methods in the presence of heterogeneous responses to
treatment

It is not surprising that estimators that exploit properties of covariances and variances of
model residuals are affected by changes in the properties of the residuals. We have already
noted in Section 3 that when responses to treatment are heterogeneous, we acquire a non-
standard error term (see (3.7) and (3.9)). As we move from the common coefficient case to
the heterogeneous-response case, we encounter new phenomena. Some of the estimators
we have considered are robust to the introduction of heterogeneity. Others are not.

In this chapter, we focus on estimating the impact of treatment on the treated so Eq.
(3.9) and its error term are the appropriate objects of attention. The induced heterosce-
dasticity clearly makes the repeated cross-section estimator based on stationarity invalid
whether or not U, — Uy, is anticipated in making program participation decisions. With-
out modification the longitudinal estimator based on covariance stationarity also is invalid.

In contrast, the fixed effect estimator (applied to panels or repeated cross-sections) is
robust to heterogeneity in responses provided that the object of an evaluation is to identify
E(Y,, — Yy, | X, D = 1). To see this point notice that the fixed effect estimators (for panels
or repeated cross-sections) only use conditional mean properties of the errors. From the
definition of the parameter (3.8) and Eq. (3.9), the error component induced by hetero-
geneous  responses has mean zero (E[U, —Uy) —EWU, - Uy | X, D=1)]|
X, D =1]=0). Thus the properties of the estimator are not affected by heterogeneity
in response when treatment on the treated is the parameter of interest. The selection
problem arises solely from dependence between Uj and D.

The autoregressive estimators provide an interesting example where the introduction of
response heterogeneity affects the panel data version the estimator for the effect of treat-
ment on the treated but not the repeated cross-section version. We develop our analysis of
the autoregressive estimator in this context in two stages. First assume that the difference
in the outcomes in any two periods 1s time invariant:

Vi, — Yy =« t >k
Then letting
Up = pUp;.-t + &,

where g, is independent and identically disiributed (i.1.d), we may now write the outcome
equation as

Y, = [X, = Xop 1B 4 (L p IDE(e | X,D = 1)
o
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r—@ 1)
oY+ > et -7 \Dja — E(a | X,D = 1)]. (7.29)
j=0

Observe that even if the &, do not determine program participation for periods 1 > k,”
Cov(Y,,D(a — E(a | X,D = 1))) # 0.

Consequently Yy is correlated with the error term in the model and additional identifying
information is required. But recall that the repeated cross-section estimator only uses
group means. Just as in the case of the fixed effect estimator, the final error component
of Eq. (7.29) averages out to zero when means are constructed. Thus the repeated cross-
section estimator is robust to the introduction of response heterogeneity in the model,
while the panel data version of the estimator is not.

This point is more general. All repeated cross-section estimators based on means that
identify the parameter in the case of a common effect are consistent for E(Y;, — ¥y, |
X, D = 1) in the random coefficient case. The new error component introduced when
responses to treatment are heterogeneous averages out over persons. This 1s a property of
the additive separability that underlies the entire class of estimators examined in this
section of the chapter and clearly demonstrates the dependence of the properties of
these estimators on functional form assumptions.

For the more general autoregressive processes given by

Uiy=pU ;1 + &y

Uy = P()UO,hl + &y,

where E(g|,) = E(gy,) = 0, and (&;,&(,) is 1.i.d across persons but E(g;,&y,) # 0, the auto-
regressive estimator is no longer clearly defined. The parameter “treatment on the treated”
is now, in general, period dependent, even if B, = By, = B, because E(U,, — U, |
X, D = 1) depends on period ¢. In addition, unless p; = gy, it is no longer true that we
can exploit the trick used to obtain ¥, in terms of lagged Y, and eliminate Uy in (7.1a) to
(7.1c).

When p, = py = p, U, still can be written in autoregressive form:

/ (=)
U=DU,+ (- D)y = P[_t (DU + (1 = D)y ) + Z P/[D“f'l,r——j + (1= D)y, ]
J=0

Assuming a common $ in both regimes except for a time-invariant difference in intercepts

7 Observe that the error term for Yy includes D(« - E(a | X, 2 = 1)). Then for the variable coefficient model
the final term in (7.29) is correlated with this component of Y. The covariance is (I — e ’ YE(D{ex — B(av |
X, D=1)") = (- p "WVar(a| X, D= )P 5 0 where P = PD = 1). The phenomenon here is similar to
the fixed effect bias analyzed by Balesira and Nerlove (1966) except that the fixed effect in our modei is state
contingent: D times the fixed effect &« — E(e | X, D = 1).
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a, the parameter treatment on the treated for period 7 is

[a+E(U, — Uy | X,D=Dl=a+p0 "BWU, — Uy | X,D=1)

re
+ > PE(ey,-; — &y | X.D=1). (7.30)
j=0

Applying the autoregressive transform, we obtain

’ ) '+ . .
Y=, —Xp "B +la(l—p ")+ Z P E(e, T 80y | X,.D=1)D+p 'Y,
j=0

r—r 1+

) .
+ > e, Dl D> pley, e, — Bl — e, | X, D= 1)]
j=0 =0

If the g, r > k, I = 0 or 1, are not forecastable at r = £, then the parameter treatment on
the treated in period ¢ > k 1s

a+EU, ~ Uy | X.D=1=a+p "BV, — Uy | X.D=1).

All of the innovations after ¢ > k are independent of D and hence « and p can be
identified, as before, by least squares.

If the g;, are evenly partly forecastable by the agents being analyzed, then the final
component of the error is correlated with Y,

i—r

Cov{ ¥, D Z pj(‘gl,rj — &y, Eley, g0y IX,D=1)]+#0.
j=0

Since two different errors appear in the earnings stream for the D = 1 and D = 0 choices,
they do not difference out as they do in the common coefficient case. In this case, the panel
data form of the estimator is inconsistent for the parameter: it is necessary to instrument
Y.

In the general case, with p; # p, the autoregressive estimator breaks down. Different
components of the eiror term decay at different rates, and it is no longer possible to
simultaneously eliminate Uy and D(U;, — Uy) by one substitution. Thus the method
is not in general robust to heterogencous responses. This lack of robustness to hetero-
geneous responses is a general feature of many of the panel data estimators discussed in
Heckman and Robb (1986a).

7.6.11. Panel data estimators as matching estimators
The simple before-after estimator can be writien as a maitching estimator using the
weighting scheme introduced in Section 7.4.1. To begin, accept assumption (4.A.1) as
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valid. For person I at time ¢ > k (k is the program participation period in the notation of
Section 4) who has participated in the program, the match is with himself/herself in period
¢’ < k. Assume a stationary environment. Letting the match partner be the same individual
at time ¢’ < k, we match Yy, t' < k to obtain the following;

Yo = WG, Y00 for t' < k,

where the weight W(i, ") = 1. More generally if we have access to more than one prepro-
gram observation per person, one can weight the various terms by functions of the
vartances determined using the optimal weighting schemes in minimum distance estima-
tion (see Heckman, 1998c, for details.) Thus the comparison group for person i at time 7 is
a weighted average of the available observations for that person over the pre-program
observation period:

k—1

Yoi= > W(i,j)Yy;  forj<k, (7.31)
j=0

where

k—1

D> Wi =1

J=0

Each post-program period can be matched in this way with the pre-program observa-
tions. The weights can be chosen to minimize the variance in the sum of the contrasts.
(Heckman, 1998c). Assuming that the same treatment effect characterizes all post-
program periods, and summing over all post-program observations, we can estimate the
treatment on the treated parameter by the sample analog of

T
> Yy, — Yoioedn),

r=k+ |
where

T

> elin=1

t=k +1

and (i, 1) are weights chosen to minimize the variance of this expression. If the treaiment
effects are different for each post-program period, there is no point in summing across
post-program periods.
There is no necessary reason why the weights should be the same on the components.
Thus we may write
"
> (@ G0Yy,, - BGHY,

=k +1
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provided that

T T T
> aGn=1 and  a@n= > B,
=k +1 t=k+ 1 t=k+1

for all i. These conditions enable us to difference out common components and retain
identification of E(a | X, D = 1).

If there are trends operating on participants, it is necessary to eliminate them to estimate
the parameter of interest. If the trends are common across participants, we are led to using
the differences-in-differences method as long as assumption (4.A.2) is valid. In this setting,
it is necessary to use a group of persons who do not receive treatment. Accordingly, we can
think of creating a comparison person i’ for treatment person i:

k—1
Yoo, — > WG j)You,  fort>k>j,
=1

Jj=

where
k-1
D W@ p=1 —and  WGj= WG,
=1

for all i,i’ and j. This transforms the comparison group to be conformable with the treat-
ment group. We thus create a pairing { — ', such that persons i and i’ have the same
weights, i is in the treatment group and i’ is in the comparison group, and we can form the
difference-in-differences estimator for person i paired with person i’ as follows:

k—t

k—1
Yiig — D WGEDYo | = | Yo — > WG )Y, (7.32)
J=1 =0

and W(i,j) = W(i’,j) for any (i,i') and all j and where
SWaijpy=1 ad D> Wi, =1
i Iz

This procedure eliminates common trends and weights the comparison group and treat-
ment group symmetrically. Different weights are required for models with different serial
correlation properties (Heckman, 1998c).

More generally, we can form other pairings in the comparison group and compare i to an
entire collection of non-treated persons who are operated on by a common trend. For
example, we can form an alternative difference-in-differences estimator as follows:

k—1 N, k—1
- [ . _
Vi = 2 WG ou | = 5 D [ Yours = 2 WG You, [0, (7.33)
j=0 ¢ =] j=0

where N. is the number of persons in the comparison sample, @(i') is a weight and where
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N, N,

Ni > eihy=1 and Ni > WA e’y = Wij.

¢ =1 ¢ =1
Difference (7.33) eliminates age- or period-specific common trends or year effects. We can
form variance weighted versions of (7.33) to pool information across i to estimate E(¥, —
Yy | X, D = 1) efficiently if the effect is constant (see Heckman, 1998c).

The same scheme can be used to estimate models with person-specific, time-varying
variables. Time-invariant variables are eliminated by subtraction. Consider the before—
after estimator. Let A,(Y;) be an “adjustment” to ¥, where

AplY ) =Y, — g(X,)).

Then the comparison group for person i based on his preprogram adjusted outcomes can be
written as

k-1
ALY = D W3 DAY,;)
j=0

and the before—-after estimator can now be written in terms of adjusted outcomes as
follows:

C
Aiz(Yl,i,.r) - Ai,l(Yi,[)-
We can make a similar modification to the difference-in-differences scheme:

k—1 k—1
AaVii) = Y WENA Ty | = [Ar Vi — D> WG DA Ko |-
j=0 j=0

where W(i, /) = W(i', ) for all i,i’, and

k—1 k—1

> W) = and > Wi = 1.
=0 J=0

This modification eliminates non-invariant components. This enables us to generalize
the simple before-after estimator to a case where person-specific and period-specific
shocks operate on agents. This produces a large class of longitudinal estimators as special
cases of the weighting scheme introduced in our discussion and is the basis for a unified
treatment of a variety of evaluation estimators. Heckman (1998a) presents a comprehen-
sive analysis and many examples of weights for different traditional econometric estima-
tors.

7.7. Robustness to biased sampling plans

Virtually all estimation methods can be readily adjusted to account for choice-based
sampling (i.e., oversampling of trainees relative to comparison group members) or
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measurement error in traiming status among the comparison group (some of the compar-
1son group members have taken training). Some methods require no modification at all.

The data available for analyzing the impact of training on earnings are often non-
random samples. Frequently they consist of pooled data from two sources: (a) a sample
of trainees selected from program records and (b) a sample of non-trainees selected from
some national sample. Typically, such samples overrepresent trainees relative to their
proportion in the population. This creates the problem of choice-based sampling first
analyzed in a more general form by Rao (1965, 1986) and applied by Manski and Lerman
(1977) and Manski and McFadden (1981).

A second problem, contamination bias, arises when the training status of certain indi-
viduals is recorded with error. Many control samples such as the US Current Population
Survey or the US Social Security Work History data do not reveal whether or not persons
have received training. These sampling situations combine the following types of data:

(A) outcomes, observable characteristics and participation status for a sample of trai-
nees (I = 1);

(B} outcomes, observable characteristics and participation status for a sample of non-
trainees (D = 0);

(C) outcomes and observable characteristics for a national comparison sample of the
population (e.g., CPS or Social Security records) where the training status of persons is not
known If type (A) and (B) data are combined and the sample proportion of trainees does
not converge to the population proportion of trainees, the combined sample is a choice-
based sample. If type (A) and (C) data are combined with or without type (B) data, there is
contamination bias because the training status of some persons is not known.

We can modify most procedures developed in the context of random sampling to
consistently estimate E(a | X, D= 1) using choice-based samples or contaminated
comparison groups. In some cases, a consistent estimator of the population proportion
of trainees is required. We illustrate these claims by showing how to modify the instru-
mental variables estimator to address both sampling schemes. We briefly consider several
other methods as well. Heckman and Robb (1985a, 1986b) give explicit case-by-case
treatment of these issues for a variety of estimators including all of the panel data esti-
mators considered in this paper.

7.7.1. The IV estimator and choice-based sampling
It condition (7.17b) is strengthened to read

EB(Uy | X,Z,Dy = KU, | X), for D=0,1, (7.176")

the IV estimator is consistent for E(a | X, D = 1) in choice-based samples. The important
point to notice is that identification condition (7.17b) is written for the population. By
contrast, (7.17b") is written for a subset of the population conditional on D = 1 or D = 0.
If we reformulate the IV condition to apply to the D = 0 and D = 1 subpopulations, it does
not matter how we reweight the subpopulations to form samples — the orthogonality
conditions apply to any combinations of them.
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To see how to form consistent estimators under the assumptions of Section 7.4.3, let D*
be the event that “a trainee is observed in a choice-based sample.” In a sample generated
by choice-based sampling, the probability of participation Pr(D* = 1) = P* % P =
Pr(D = 1), where P is the probability of participation in the case of random sampling.

Now in the choice-based sample, let Uy* be the random variable U, generated from
choice-based sampling, so that

E(Up* | X,2) =EW, | X,Z,D* = )P* + E(Uy | X,Z,D* = 0)(1 ~ P*).
If (7.17b"y applies, then we can write
E(Uy* | X, 2) = E(U, | X,Z)P*+ E(U, | X, Z)(1 — P*) =E(U, | X, Z).

Provided P is known, it is possible to reweight the data to secure consistent I'V estima-
tors for E(e | X, D = 1) under the assumptions of Section 7.4.3. Simply multiply both
dependent and independent observations by the weight

and apply IV to the transformed data. This weighting ensures that (7.17b) applies to the
reweighted data. The IV method applied to the reweighted samples consistently estimates
the parameters of interest provided that other identifying assumptions are maintained (see
Heckman and Robb, 1985a, 1986a).

7.7.2. The IV estimator and contamination bias
For data of type (C), D is not observed. Applying the IV estimator to pooled samples of
type (A) and (C) data assuming that all observations in the type (C) data have D =0
produces an inconsistent estimator if the type (C) data includes some trainees. However,
with a minimal amount of additional information, it is possible to identify the estimator in
this case.

In terms of the IV Eqs. (7.18) or (7.20), it is possible to generate E(Y | X, Z) from the
type (C) sample. The type (A) data yield the sample joint distribution of (¥,X,Z) given D =
1 and in particular the joint distribution f(X,Z | D = 1). Since we know

fXZ2)=fX,Z|D=1DP+f(X,Z| D=0X1~P),

we can solve for f(X,Z | D = 0) if we know P. From Bayes’ rule, we can write (denoting
“f” as the density)

- X, Z,b=1)
PriD=1|X,2)= XD

The two densities can be constructed from the information i the type (C) and type (A)
samples. Thus with knowledge of P, it is possible to estimate Pr(D = 1| X, Z) for each
person and hence to construct the IV estimator for contaminated samples. One can
think of this procedure as a data imputation exercise. See Heckman and Robb (19854,
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1986a), Imbens and Lancaster (1996) and Heckman (1998a) for the econometric
details.

7.7.3. Repeated cross-section methods with unknown training status and choice-based
sampling

The repeated cross-section estimators discussed in Section 7.6.5 are inconsistent when
applied to choice-based samples unless additional conditions are assumed.’”* For most of
the repeated cross-section estimators, it is necessary to know the identity of the trainees to
weight the sample back to the proportion of trainees that would be produced by a random
sample to obtain consistent estimators. Hence, the class of estimators that does not require
knowledge of individual training status is not robust to choice-based sampling.

Some of the estimators that we have examined are robust to choice-based sampling.
Any estimator that is constructed conditional on D has the property of being robust to
choice-based sampling. (Recall our discussion of instrumental variables estimators where
the condition (7.17b) was modified to hold conditionally on D.) A control function esti-
mator constructs

E(Ull I X,Z,D), (7343)

E(Uy, | X, Z,D), (7.34b)
and works with the purged residuals

U, — E(U, | X.Z,D)

and

Uy — E(Uy | X,Z,D)

from the original model. Then the parameters of (7.34a) and (7.34b) are estimated along
with the remaining parameters of the model. Identification conditions for control function
models are given in Heckman and Robb (1985a).” The selection bias terms Ky(P(Z)) and
Ki(P(Z)) in Egs. (7.16a) and (7.16b) are examples of control functions with the inverse
Mills’ ratio as the leading example used in empirical work. Likewise, the autoregressive
estimator of Heckman and Wolpin (1976) discussed in Section 7.6.3 is a control function
estimator where

.t
K, =p "U,, fort >t >k
and where Y, — B, — aD = U,. The higher-order autoregression schemes discussed in

™ This is not always true. For example, when the environment is time homogeneous, (¥, — ¥,/ )/P remains a
consistent estimator of E(a | X, D = 1) in choice-based samples as long as the same proportion of trainees are
sampled in periods ¢’ and f.

* They present conditions under which it is possible to identify the control functions apart from the parameters
of the model. See also Heckman (1990).
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Heckman and Robb (1985a, p. 223) are also control functions. They discuss additional
control functions based on factor models and optimal forecasting schemes.

The basic principle of the control function is that of constructing conditional means of
the errors in each regime (D = 0, 1) and estimating these conditional means and the other
parameters of the model. As long as the control function is defined to be conditional on D,
the control estimator is robust to choice-based sampling.

7.8. Bounding and sensitivity analysis

Since the problem of “causal analysis™ is intrinsically a missing data problem, methods
from the missing data literature can be used to solve the problem of causal inference, and
to provide bounds on the missing data. Various bounding schemes proposed m the recent
literature can be regarded as applications of the 1970s and 1980s literature on missing data.

The prototype for this approach is presented in a paper by Smith and Welch (1986) who
consider both a sensitivity analysis and a bounding analysis in examining the effect of
selection bias on the measured wage of blacks. Commenting on a paper by Butler and
Heckman (1977), who attribute some part of the growth in black real wages observed in
the US in the 1960s to selective withdrawal of the least skilled workers from the labor
force, Smith and Welch (1986) apply the law of iterated expectations to write the true
wage of all blacks E(Wg) as

E(Wg) = E(Wg | Lg = DP(Lg = 1) + E(Wp | Ly = O)P(Ly = 0), (7.35)

where E(Wy | L,; = 1) is the wage of black workers, E(Wg | Lg = 0) is the wage of black
labor force dropouts would have received if they would have worked and E(Wg) is the
mean wage of all blacks.” P(Lg = 1) is the proportion of the black population that is
working. Observed (consistently estimable) are E(Wg | Ly = 1) and P(Lg = 1) (and
hence 1 — P(Ly = 1)). Missing data on the wages of non-participants make E(Wy | Ly =
0) non-identified and hence E(W3) is non-identified.

Smith and Welch (1986) adopt several solutions to this identification problem which
have been widely applied in the evaluation literature. The first is to use panel data to follow
non-workers over time and find the wage that is observed most recently to replace the
missing wage. The second is to bound the missing parameter E(Wg | Ly = 0) assuming
that [E(Wy | Ly = 0) = yB(Wy | Ly = D] for 0.5 = y = 1. By varying vy over a range of
values, they perform a sensitivity analysis or bounding analysis that has recently become
fashionable in applied social science. Their methods apply directly to the selection
problem. Suppose we know E(¥, | D = 0). We seek to know E(Y, | D = 1) to construct
the counterfactual E(Y, — Y, | D = 1). By using bounds connecting E(Y, | D = 0) to
E(Y, | D = 1), it is possible to bound E(¥, — ¥, | D = 1). (Recall that E(Y, | D= 1) is
known).

Glynn and Rubin (1986) present a similar analysis of what they call “mixture models.”

% We use a simplified notation to convey the main idea in their work,
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Like Smith and Welch (1986), they analyze two cases: (a) one where the missing data in
one period can be obtained in another period and (b) one where they perform a “sensi-
tivity” analysis by varying the unidentified parameters of the model. Rosenbaum (1995)
summarizes a series of papers going back to the late 1950s that bound estimated causal
effects by bounding the range of the unobserved parameters of the model.

In this section of the chapter, we draw on the comprehensive analysis of Balke and
Pearl (1993, 1997), Balke (1995), and Chickering and Pearl (1996) on bounding causal
parameters. Using linear programming methods, they extend the work of Robins (1989)
and Manski (1995) to present the tightest possible ron-parametric bounds for causal
parameters. These methods exploit certain classical inequalities of probability theory.
Instead of analyzing a model with a high level of generality, consider a specific model
of missing data that links recent analyses of bounds for causal parameters to the classical
problem of missing data in contingency analysis. The Holland (1986, 1988) and Rubin
(1974, 1978) model is essentially one for a contingency table with missing data. Results in
the literature on missing data in the contingency tables apply directly to the model of
causal effects.

Fig. 7 considers a model of potential outcomes for each person i when there are two
possible values for each potential outcome Y, € {0, 1}, ¥, € {0,1}, D € {0,1}. This
produces a 2 X 2 X 2 table. In the case of a randomized experiment where randomization
is done after persons have attempted to enroll in the program, the row and column margins
of the left (D = 1) table are known but not the individual cells. One piece of identifying
information is missing. A monotonicity assumption (e.g., Pyo = 0) fully identifies the
table. This assumption says that among the persons who enter the program, there are no
persons who would switch from 1 to 0 status. One can use the Frechet bounds to obtain
ranges of possible values, using the column and row marginal distributions for the table
(see Heckman and Smith, 1993; Heckman et al., 1997c, for discussions and the first
applications of these bounds to the evaluation problem).”” These bounds produce the
tightest possible bounds on the elements of a contingency table given the marginal distri-
butions. In practice, these bounds are usually very wide as those authors, and the vast
literature in statistics that precedes them, have shown.

The more general case with observational data is one where the column totals are known
for the D =1 table and the row totals are known for the D = 0 table. The remaining
clements are not known.

" For any joint distribution for discrete or continuous random variables, F(a,b), with marginal distributions
Fla) and F(b), Max[F(a) + F(b) — 1,0] = F(g, b) =< Min[F{a), F(b)]. The upper bound is a trivial consequence
of the fact that PriA < a N B = b) < Min(Pr(4 = a);, Pr(B < b)). The lower bound is equally straightforward to
derive. Partition the space (A.B) into four mutually exclusive regions: R, =(A<a,B=b), R, =
A=a,B>b), Ry=A>aB=b), R,=(A>aB>b), where (*) is defined as Pr(R|) + Pr(R,)+
Pr(Ry) + Pr(R.) = 1. Observe that R, UR, = (A < a) while R, URy = (B =< bh). Pr((R, UR,;) U (R, UR;))
=Pr(R UR, UR)=1—Pe(Ry). (**) Pr{R, UR,) +Pr(R; URy) =Pr(A = a) + Pr(B = b). Subtracting
(**) from (*) and rearranging, we obtain Pr(R;) = Pr{d = a) + Pr(B = ) — 1 + Pr(R,). Since Pr(Ry) = 0,
Pr(R\) = Pr(A =< a) + Pr(B = by — 1 so F(a,b) = F(a) + F(b) — 1 but since probabilities cannot go negative
F{a, b) = max(0, F{a) + F(b) — 1).
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Consider bounds for the treatment on the treated parameter 77: E(Y, — ¥, | D= 1). In
terms of cell proportions:
Pu—Piy _ Poy— P

TT=EY, — Y, | D=1)= =
(l ()l ) P_,] P__]

For the case of observational data the solution is straightforward. The linear program to
bound the parameter is

Max TT subject to

13‘01 = Pyo1 + Pio (columns determined) (7.36a)
P =Py, + Py, (7.36Dh)
and

Poo = Pooy + Poro (rows determined) (7.36¢)
Pro =Py + Py (7.36d)
We are free to make P;,, maximal by setting P|;; = 0 (so P;; = Py;;) and to make P,

minimal by setting Py, = P ;. No constraints are violated because we have freedom to
pick the row totals in the D = 1 table. By the same token we can make Py;; minimal by
setting Py =P so Py =0 and make P, maximal by setting Py, = 0 and
p 01 ="Fr-

P P
"l agr=-"2 = Py, =0]|D=1).

Pr(yy =11D=1)= =
W1 .l

Access to experimental data sharpens these bounds to a point. In this case, we know both
the row totals and the column totals of the D = 1 table. We supplement linear inequalities
(7.36a) and (7.36b) by

POJ = Poo; + Poyy, (/.36e)

Pi,=Puq +P,. (7.36f)

Now the formal optimization problem is apparently harder; Max 77 subject to (7.36a),
(7.36b) and (7.36e), (7.36f). Using (7.36a) and (7.36b) we obtain

Py — Pro= Py — Py

so the parameter is exactly identified. Using the Balke—Pear]l methods, we can bound any
parameter, or any empty cell in a contingency table analysis, using linear programming
methods.

It is important 1o recognize that these are non-parametric bounds. They do nor capture
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the full potential variability in the estimated parameter values when parametric structure is
imposed on the P, as is commonly done in applied work. Nor do they capture uncertainty
about the X. To get the full range of variability in the parameter requires solving the non-
linear program across models M and possible regressors X used to generate the Pij(x,m),
where x is a choice of regressors and m is the particular model. A full characterization of
model variability in this framework is given by choosing that m and x that maximize

Py e,m)  Prgi(x,m)
Pi,m)y P (x,m)’

that is
M [ Poj(e,m) Py (x,m) ]
ax —
mEM,XE):( P..l(x7 m) Pul(xa m)

subject to appropriate (i.e., modified for X and m) constraints. These bounds account for
model uncertainty and regressor misspecification, A full characterization of this problem
remains to be developed.

8. Econometric practice

One of the most important lessons from the literature on evaluating social programs is that
choices made by evaluators regarding their data sources, the composition of their compar-
ison groups, and the specification of their econometric models have important impacts on
the estimated effects of training. As noted in Section 7, the choice of a comparison sample
can affect the statistical properties of an estimator applied to that sample. Under the
conditions specified there, for certain comparison groups, simple mean comparisons
between treatments and controls identify the parameters of interest.

The purpose of this section is to draw from the empirical literature to show why and how
these choices matter. To begin our discussion, we first discuss the types of data used in
most evaluations of active labor market policies and show how the source of data affects
the impact estimates. Next, we draw on the work of Heckman et al. (1996b, 1998b), who
collect unusually rich data compared to what is usually available to program analysts, to
analyze the sources of measured selection bias. Their findings provide an informative
guide to the construction of datasets for future evaluations.

In the third section, we present a small scale simulation study of alternative evaluation
estimators which make different assumptions about program participation decision rules,
outcome equations and their interrelationship. This simulation study summarizes the
lessons of Section 7 and reveals that no universally valid estimator exists or is ever likely
to be found. In the fourth and concluding section, we consider the logic that underlies the
use of widely-applied “specification tests” to check the validity of an evaluation model by
determining if 1t “aligns” the earnings (or other measures) of participants and non-parti-
cipants prior to their enrollment in the program. The method is not guaranteed to pick a
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correct evaluation model. We demonstrate the practical importance of this point and show
how two different alignments used in the literature produced two very different and
controversial impact estimates for the same program.

8.1. Data sources

To evaluate active labor market policies requires choosing data sources from which to
construct comparison groups and treatment groups. In this subsection, we discuss these
1ssues and describe the advantages and disadvantages of the various types of data typically
used to evaluate employment and training programs. The decision about what data source
or data sources to use has important implications for several aspects of an evaluation. In
both experimental and non-experimental evaluations, the decision affects how much the
evaluation will cost, how large the analysis sample will be (which affects the size of the
training effect that can be statistically distinguished), what outcome variables can be
studied, the time period over which the outcome variable can be measured and the amount
and type of measurement error in the outcome variable. In non-experimental evaluations,
the decision also affects which of the non-experimental evaluation methods discussed in
this chapter can be used and whether or not the comparison group can be located in the
same local labor markets as the participants. By affecting these aspects of an evaluation,
the choice of a data source affects the final impact estimates.

A comparison between the studies of Fraker and Maynard (1987) and Lal.onde (1986)
illustrates that the choice of a data source can vitally affect the impact estimates obtained
in a social experiment. Both of these studies examined the National Supported Work
Demonstration. The demonstration included one baseline and up to four followup surveys
of the treatments and controls. LaLonde (1986) used this survey data for his analysis, while
Fraker and Maynard (1987) used administrative data on annual earnings from the US
Social Security Administration (SSA). There exist striking differences between the experi-
mental 1mpact estimates reported in the two studies. Using the survey data, the annual
impact of Supported Work on the earnings of AFDC (welfare) women was $1641 in 1978
and $851 in 1979. By contrast, when using the SSA earnings data on the same participants
and controls, the annual impact was $505 in 1978 and $351 in 1979. The different data
sources produce a difference in the estimated experimental impacts of $1135 in 1978 and
of $500 in 1979. The sensitivity of the impact estimates to the data used in the analysis is
similar in magnitude to their sensitivity to different econometric modelling assurnptions
and is large enough to affect the conclusions of a cost-benefit analysis. ™

" Similar sensitivity to the choice of data source was found in the National JTPA Study. For male youth
estimates using survey data showed a negative and statistically significant impact from the program, whilc
estimates using administrative data from state Unemployment Tnsurance (UI) records showed essentially z
zero impact. See Bloom et al. {(1993). Some of the difference between the estimates shown in Table 4 based
on the official 18 and 30 month NJS impact reports results from the fact that the 18 month estimates rely only on
survey data while the 30 month estimates rely on a combination of survey data and eamnings data from state Ul
records.
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8.1.1. Using existing general survey data sets

In non-experimental evaluations, existing survey datasets constitute one potential source
from which comparison groups can be drawn. Examples of such datasets in the US include
the Current Population Survey, a large cross-sectional survey which was the source of
comparison groups for some of the CETA evaluations, or the National Longitudinal
Survey of Youth (NLSY), a widely used panel dataset. Such datasets are not generally
used to collect information on participants because they usually collect little, if any,
information on receipt of public sector training.

The key advantages of using existing datasets as a source for non-experimental compar-
ison groups are cost and sample size. Using an existing dataset avoids the costs of design-
ing, testing and fielding a survey as well as the costs of locating potential comparison
group members. General purpose datasets typically have large samples and are available
for a modest fee. Depending on the dataset, they may provide either repeated cross-
sectional samples, as with the US CPS, or a long panel, as with the NLSY. In general,
a large list of regressors 1s available for subgroup analysis.

Existing survey data have four key disadvantages for evaluation research. First, it is
often difficult to construct comparison groups of persons in the same local labor markets as
participants from existing datasets due to sample size limitations and constraints imposed
by privacy concerns on the level of detailed locational information made available to
researchers. As we show in the next section, this is a severe limitation because variation
across local labor markets plays a large role in explaining the earnings and employment
variation of unskilled workers who are the targets for active labor market policies (Heck-
man et al., 1998b). Second, in contrast to what is possible when fresh survey data are
collected, it is impossible to obtain specific variables of interest for the program being
evaluated not already present in the existing data. Such variables might include the
detailed information on recent labor force status histories noted as important determinants
of program participation in Section 6. Third, because receipt of public training is often not
measured or is not measured well in these data, contamination bias becomes an issue
(Heckman and Robb, 1985a) as some members of the comparison group are likely to have
received the treatment being evaluated. (Recall our discussion in Section 7.7). Finally,
using existing datasets to construct a comparison group often entails using different survey
instruments with different definitions of the same outcome variable for participants and
comparison group members in an evaluation. Comparing outcomes measured in two
different ways adds an important potential source of bias to the impact estimates reported
for a program (Smith, 1997b).

8.1.2. Using administrative data

Many evaluations of active labor market policies in the US and Scandinavia rely on
administrative data. These pre-existing data generally consist of administrative earnings
records collected for tax purposes and administrative records on social assistance receipts.
They are often combined with administrative data on the receipt of training from program
records. The key advantages of such data are the low cost of acquiring them and lack of
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certain types of measurement error. The costs are low on several dimensions. The fixed
costs of extracting administrative earnings records are typically modest compared to the
costs of collecting comparable data from surveys.” Moreover, the marginal costs of
increasing the sample size or the number of time periods of data obtained are often
very small. For example, recent estimates of the marginal cost of obtaining 10 years of
quarterly data on an individual’s earnings and social assistance receipts are approximately
$2.50. These low costs make such data particularly attractive for non-experimental evalua-
tions in which longitudinal methods will be used. Because these earnings data are used for
tax purposes, there are strong incentives for authorities to minimize reporting errors for
earnings, so they are likely to be much more accurate, for the types of earnings they intend
to measure, than earnings data obtained from surveys.

Administrative data also have important limitations in the context of evaluating
employment and training programs. First, these data typically consist of quarterly or
annual earnings and little else 1s reported. Monthly earnings, as well as other outcomes
of interest such as wage rates, hours worked and employment spells, are nearly always
unavailable. Consequently, in the US, where researchers have relied on such data, rela-
tively little research has looked at the impact of training on wages. This outcome is of great
theoretical interest, because higher wages for trainees indicate that training raised their
productivity. An exclusive focus on earnings or employment rates does not determine
what part of the training impact results from increased productivity of the workers as
measured by their hourly wage rates and what part results from the displacement of non-
trainees in the labor market (Johnson, 1979).

Second, because governments maintain administrative records for tax and benefits
purposes, these earnings measures may not equal total earnings. For example, many recent
US evaluations use earnings from state unemployment insurance (UI) records. These data
include earnings from jobs “covered” by the Ul system, but omit carnings from self-
employment, from employers in other states, and from sources not covered by the Ul
system. As a result, administrative earnings measures tend to be lower than those reported
by individuals in surveys (Kornfeld and Bloom, 1996; Smith, 1997b).

Finally, administrative data typically contain only very basic information on demo-
graphic characteristics. For example, Table 5 shows that Ashenfelter’s (1978) study of
MDTA, which uses detailed information on annual pre-program and post-program earn-
ings histories from SSA records, includes only very limited demographic information -
Jjust age, sex and race. No information on labor force histories, educational levels, training
history, family status or geographical location was available in the data. Lack of data on
individual characteristics limits the subgroup analyses that evaluators can perform and
makes it difficult to justify the application of non-experimental methods such as matching
whose plausibility depends on access to a rich set of conditioning variables.

* There are exceptions to this rule. In the NJS, state personnel were unable to provide useable unemployment
insurance earnings data in 4 of the 16 states containing training centers in the NJIS despite repeated attempts.
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8.1.3. Collecting new survey data

An alternative to using existing data sources is to collect fresh survey data on participants
and on controls or comparison group members. This choice has both advantages and
disadvantages. The first advantage relative to using either existing survey or administra-
tive datasets is that the evaluator has complete control over the information collected on
the survey, and so can design the survey in light of the variables of interest in the study
and, in non-experimental evaluations, in light of the econometric methods to be used. The
second advantage relative to using existing data is that the sampling plan for the survey
can target comparison group members in the same local labor markets as participants. A
third advantage of collecting new survey data is that relative to administrative data, the
analyst can obtain additional outcome measures such as wage rates and employment
transitions, and can conduct a wider variety of subgroup analyses.

The most important disadvantage of collecting fresh survey data relative to using either
admunistrative data or existing survey datasets is the high cost of doing so. The total costs
of collecting new survey data can vary widely depending on whether evaluators obtain
these data through a survey sent through the mail, conducted over the telephone, or during
a person-to-person interview. Surveys done through the mail are inexpensive, but typically
are plagued by very low response rates; surveys conducted in person are expensive but
have very high response rates. In some studies more than one type of survey is used to
obtain the data. The fixed costs associated with surveys also can vary widely depending on
whether evaluators use an existing survey instrument, whether the survey is automated,
and whether or not the interviewers require training.

Most program evaluations based on new survey data use either a telephone or in-person
survey. Phone surveys are attractive because the marginal cost of obtaining an additional
response 1s relatively low. Such costs, which include the interview, editing, and coding of
the data, are approximately $50 per observation. Longer interviews increase these costs
modestly. Average costs are generally double this amount or more. Telephone surveys can
be problematic especially when surveying low income populations, because response rates
are often significantly lower than for in-person interviews. One practical problem in low
income populations is that some respondents may not have a working telephone at the time
of the survey. If the survey is done in person, the marginal cost of obtaining an additional
observation more than doubles. Further, these marginal costs rise sharply with the
response rate. Additional respondents become harder to find. Average costs for samples
of modest size obtained from in-person surveys range as high as $500 per observation. If
evaluators wish to return and resurvey the same sample at a later date, these costs may not
fall appreciably in the second wave. Low income populations are often highly mobile and
resources must be expended locating persons whe have moved.

The costs of collecting new survey data are likely to be lower for program participants
than for members of the comparison group. To obtain a sample of participants, evaluators
can use the administrative records that contain information such as the individual’s
address, phone numbers, and sometimes the most recent employer. Such information is
advantageous, because locating respondents is an important component of the cost of
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surveys. In contrast, obtaining information on a comparison group requires evaluators {o
construct a list of comparable persons. One criterion for sample inclusion might be to
include persons eligible for the program, who did not participate. An advantage of using
non-participating program applicants is that they constitute a ready list from which evalua-
tors can sample for their survey. Another method for selecting a comparison group is to
first conduct a short “screening survey” to obtain a list of individuals who were eligible for
the program, but did not participate. Even in low income neighborhoods, the fraction of
respondents found to be eligible is typically low, so evaluators must conduct many short
interviews to obtain a sufficient number of comparisons. Even when using a telephone
survey, these procedures can double the marginal cost of obtaining an observation for a
comparison group member.

Collecting new survey data can be expensive. As a result, there is no reason to expect
that careful non-experimental evaluations that collect new survey data are appreciably less
costly than experimental evaluations. The marginal cost per participant of administering
an experiment is small. The cost of obtaining a high quality comparison group in a non-
experimental evaluation can be very high. A dramatic example of the high cost of collect-
ing new survey data in a non-experimental evaluation is the cost of obtaining the non-
experimental comparison group used in the NJS. This sample cost $3.5 million (1990) to
collect responses from 3000 persons, in two waves, from just four of the 16 sites included
in the study (Smith, 1994). Most of these responses were obtained using a telephone
survey. The average cost was a little more than 1000 per observation. Particularly large
were the costs associated with locating eligible persons not participating in JTPA. ¥

Related to the general issue of cost is an important tradeoff that affects evaluators who
collect their own survey data. Researchers often seek longterm followup data on
outcomes, to determine whether shortterm program impacts persist. Non-experimental
researchers planning to use many of the longitudinal methods considered in Section 7.6
require information on outcomes in periods prior to the decision to participate in training.
The marginal cost of obtaining additional periods of outcome data either before or after
participation is usually low for administrative data. With survey data, the evaluator must
choose between constructing a panel by fielding costly additional surveys, or tolerating the
degradation of data quality as the length of the survey recall period increases. ™’

8.1.4. Combining data sources

One solution to the limitations of any particular type of data is to construct a new dataset
by combining more than one type of data. Evaluators often combine administrative data on
outcomes with survey data on the characteristics of participants and of comparison or
control group members. Analysts then have access to relatively rich data on individual

% We are grateful to personnel at Mathematica Policy Research, MDRC, NORC, Westat, and the W.E. Upjohn
Institute for Employment Research for providing us with information on the cost of collecting survey data.

81 Bound et al. (1994) provide evidence of recall effects in labor market survey data and Sudman and Bradburn
(1982) discuss the general issue of recall in surveys.
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regressors as well as a long panel of earnings data that allows implementation of long-
itudinal estimators of program impact. For example, many of the US CETA evaluations
use a dataset that combines program records on trainees with comparison group data
drawn from the CPS. The dataset includes matched administrative earnings data from
the Social Security Administration for both groups. However, because the comparison
group is drawn from the existing CPS dataset, it is not possible to match them to parti-
cipants in the same local labor markets.

The NJS provides an example of a study which combined new survey data with admin-
istrative data. In this evaluation, treatment and control group members completed a base-
line survey and one or two followup surveys. These data were combined with
administrative earnings data from state Ul systems, administrative income data from
the US Internal Revenue Service and administrative data on social assistance from state
welfare agencies. The NJIS also collected both survey and administrative data on its non-
experimental comparison group sample. Because the NIS researchers collected fresh
survey data rather than using an existing dataset, they were able to locate comparison
group members in the same local labor markets as participants.

8.2. Characterizing selection bias

We next draw on the work of Heckman et al. (1996b, 1997a, 1998b), and demonstrate the
value of better data in conducting evaluations of active labor market policies. Placing
people in the same local labor market and administering them the same survey instrument
makes an enormous difference to the quality of an evaluation. So does comparing compar-
able people. We also summarize the best available evidence on the validity of the widely
used practice of using “no shows” as a comparison group.

The mean selection bias in using non-participants to approximate participant outcomes
conditional on X is given by

BX)=E{¥, | X.D=1)—E(Y, | X,D = 0). (8.1)

Selective differences in uncontrolled variables (variables on which the analyst cannot
condition) produce selection bias. Such differences may arise from self-selection decisions
by the agents being studied or from uncontrolled differences between treatments and
controls due to the inadequacy of the available data. We argue that much of the bias
reported by Lal.onde (1986) in his influential study of the effectiveness of econometric
estimators arises from the second source — the inadequacy of the data. In ordinary non-
experimental evaluations, B is unknown. This produces the evaluation problem. Using
data from a social experiment conducted under the conditions specified in Section 5, it is
possible to estimate the first term on the right hand side of (8.1). Using a non-experimental
comparison group it is possible to estimate the second term.

The conventional measure of selection bias, B, used by Lal.onde (1986), Ashenfelter
(1978) and Heckman and Hotz (1989) is the mean difference between the earnings of
controls and the earnings of comparison group members:
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B=E,| D=1 —E¥,|D=0).

This is the coefficient on D of a regression of ¥, on D in a pooled comparison group and
control group sample, ¥, = oy + BD + 7 when E(7 | D) = 0. It does not condition on X.

Heckman et al. (1996b, 1998b) estimate the bias term B(X) using non-parametric
methods. With their estimated bias, they test the identifying assumptions that justify
maltching, the classical econometric selection bias estimator and a non-parametric version
of difference-in-differences. They show that it is possible to decompose the conventional
measure of bias, B, which does not condition on X, into three components. The first
component of B results from the fact that for certain values of X among participants
there may be no comparison group members, and vice versa — in formal terms the supports
(regions of X where the density function is not zero) of X in the participant and comparison
groups may not completely overlap. The second component results from differences in the
distribution of X between participants and comparison group members within the region of
common support; i.e., for those values of X common to the two groups. The third compo-
nent represents selection on unobservables as defined in Section 7. This decomposition is
helpful for understanding the sources of selection bias as it is conventionally measured.

To reduce the set of conditioning variables, X, down to manageable size, Heckman et al.
(1996b, 1998b) condition on the probability of program participation, P(X), rather than
directly on X. This is always possible, because we may write the outcome in the absence of
training for the experimental controls as follows:

Yo =E(Y, | PX),D=1) + V,,

where E(V| | P(X), D = 1) = 0. The corresponding expression for the comparison group
members is given by

Yo =EWY, | PXX),D=0) + V,,

where E(V, | P(X),D = 0) = 0. The residuals average out to zero within participant
(D = 1) and non-participant (D = () samples.82
Using these methods, this bias B can be decomposed into three (:01‘nponents:83

B=EY¥,| D=1 —EY,|D=0)=B8, +B, + B, (8.2)

To help define B|, we first define Sp as the common support - the set of £(X) values
common to the D = 1 and D = 0 samples. In addition, let S;p denote the set of P(X) values
found in the D = 1 sample and Sy the set found in the D = 0 sample. The first bias term is
given by

B, = j E(Y, | PG, D = DAE(PX) | D = 1)
S\

* This is a valid decomposition whether or not maltching is a valid evaluation estimator.
% This decomposition was first published in Heckman et al. (1996b).
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—J E(Y, | PO, D = 0)dE(PX) | D = 0),
Sop\Sp

where S;,\5p is the subset of S;p not in Sp, i.e., the set of P(X) values present in the D = |
sample but not in the D = 0 sample. The set Syp\Sp is defined comparably for the D = 0
group. The second bias term arises from the different densities of P(X) in the D = 1 and
D = 0 samples:

B, = Js E(Yy | PO, D = O[AFPX) | D = 1) — dF(P(X) | D = 0)].

The third bias term is the contribution of selection bias rigorously defined:

B3 - PXBSP:

where

5 _ 1 BPCOWF(PX) | D= 1)
T [ dFPX) | D=1)

is the average selection bias defined over the common support set, Sp, and B(P(X)})) =
E(U, | P(X),D = 1) — E(U, | P(X), D = 0) is the selection bias at each point.

The first term on the right-hand side of (8.2) is the difference between the mean earnings
of the controls and the comparison group members in the region outside the common
support — that is, for those values of P(X) that appear only among controls or only among
comparison group members. This is the bias that arises from comparing non-comparable
people — persons in D = 1 who have no counterpart in D = 0 and vice versa. The second
term gives the bias due to the different densities of P(X) in the control and comparison
groups over the region in which the densities of P(X) for the two groups overlap. This is
the bias that arises from weighting comparable people incomparably.

Finally, the third term, or the “true” selection bias, is the weighted (by the distribution
of P(X) for controls) average difference between the earnings of controls and comparisons
who have the same P(X). If matching is an effective evaluation method, the third term, B4,
representing selection on unobservables, should be zero or close to it. Recall from the
discussion in Section 7.4.1 that under the assumptions that justify matching, B(P(X))=0
for all P(X). We can interpret estimates of this term as a measure of the extent to which
matching does not balance the bias between treatment and comparison group members.

Heckman et al. (1996b, 1998b) estimate the components of selection bias using the
experimental controls from the NJS and a sample of eligible non-participants (ENPs) from
the same sites as well as using other, more traditional comparison groups of the sort
discussed in Section 7.2.*" Fig. 10A plots the densities of P(X) for adult male controls

5 Heckman et al. (1996b, 1998b) estimate the E(Y,, | P(X), D = () terms using a local linear regression of the
outcome ¥, on P(X). The estimates of P(X) are obtained from logit models of participation in the JTPA program,
but estimates using non-parametric P are very similar.
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Fig. 10. Density of estimated probability of program particiaption for adult male (A} and female (B) controls and
eligible non-participants in the National JTPA Study.

and ENPs. Fig. 10B plots the densities of the P(X) for adult female controls and ENPs. In
both groups, for a substantial range of P(X) values in the control sample, there are few or
no corresponding comparison group members. Among the adult males, nearly one half of
the controls’ P(X) values are outside the region of overlapping suppoit.
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Table 8 presents estimates of the decomposition in (8.2) for adult males and females in
the NJS. As shown by the second row of Table 8, differences in the support of P(X) are an
important source of bias. This source of bias is of at least the same order of magnitude as
the conventional measure of selection bias presented in the first row of the table. The third
row of Table 8 indicates that differences in the distributions of P(X) between control and
comparison group members in the region of common support are an important source of
bias. Finally the fourth, fifth and sixth rows of the table show that for both groups the
selection bias term, B, is relatively small compared to the other components of B, the bias
as conventionally measured. However, Bs is still quite large compared to the estimated
program impact. This result indicates that matching on P(X) mitigates but does not elim-
inate selection bias in the NJS data. Selection on unobservables is a substantial component
of the experimentally estimated impact of treatment even using the rich data available in
the NJS. It is likely to be even more important in cruder datasets, as we document below.

Eliminating selection bias in most non-experimental evaluations may be even more
difficult than is suggested by Table 8. The NIS eligible non-participant comparison group
was constructed specifically for the purpose of conducting a high quality non-experimental

Table 8

Decomposition of differences in mean earnings for adult participants in the US National JTPA Study (mean
mouthly earnings differences between experimental controls and comparison sample of eligible non-participants
during the 18 months following the baseline in four sites)®

Adult males Adult females

Mean difference in earnings = B —337 33
“n* (26)
Non-overlapping support = B, 298 106
(35) (13)
[~88]° 13181
Different density weighting —659 —118
of propensity scores = B; {42) 20)
[195] [—355]
Selection bias = By 24 45
(28) (26)
[-7] [136]
Average selection bias when matching only 48 59
in regions of common support
Selection bias as a percent of 109 202
freatment impact
Control group sample size 508 696
Comparison group sample size 388 8§66

* Source: Heckman et al. (1996b, Table 1, p. 13418).

® The numbers in parentheses are the bootstraped standard errors, They are based on 50 replications with 100%
sampling.

“ The numbers in square brackets are the percentage of the mean difference in earnings (row 1) attributable to
each component of the bias.
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evaluation of JTPA. These data contain many more demographic and baseline character-
istics than are commonly available to program evaluators. Further, the comparison group
members reside in the same labor market as the trainees, are administered the same survey
instruments, and are all eligible for JTPA. The encouraging news from the analyses of
Heckman et al. (1997a, 1998b,c) is that less expensive comparison groups that contain
limited labor force status histories but still place comparison group members in the same
local labor markets as participants and administer the same surveys to both groups should
do just as well as the richer data.

Table 9 presents the decomposition when no-shows are used as a comparison group. In
the context of the NJS, no-shows are persons randomly assigned to the experimental
treatment group who never enroll in JTPA and do not receive JTPA services (these are
the dropouts of Section 5). In the absence of an experiment, no-shows are usually persons
who enroll in a program but drop out prior to service receipt. Cooley et al. (1979) and Bell
et al. (1995) advocate the use of no-shows as a comparison group. On a priori grounds, no-

Table 9
Decomposition of differences in mean earnings in the US National JTPA Study (mean monthly earnings differ-
ences during the 18 months following the baseline in four sites, no-shows)"

Experimental controls and Experimental controls and
treatment group dropouts” SIPP eligibles®

Adult males  Adult females  Adult males  Adult females

Mean difference in earnings = B 29 9 —145 47
(38)° (23) (56) (23)

Non-overlapping support = B, —13 1 i51 97
(12) © (30) (19)

[—45]° (9] [—104] [206]

Different density weighting 3 -9 —417 172
of propensity scores = B, (16) (10) 44) (16)
[11] [—99] [287] [—367]

Selection bias = B; 38 18 121 122
(37 (26) (33) (15}

[135] [190] [—83] [260]

Average selection bias when matching only 42 20 192 198
in regions of common support 40) 29) 657 (26)
Selection bias as a percent of 97 68 440 676

treatment impact

 Source: Heckman et al. (1997a, Table 2).

" Treatment group dropouts (or “no-shows”) are persons randomly assigned to the experimental treatrnent
group who failed to enroll in JTPA.

“ The SIPP eligibles are persons in the 1998 SIPP tull panel who were eligible in month 12 of the 24 month
panel using eligibility definition “B” from Devine and Heckman (1996).

¢ Bootstrap standard errors appear in parentheses. They are based on 50 replications with 100% sampling.

¢ The numbers in square brackets are the percentage of the mean difference in eamnings (row 1) attributable to
each component of the bias.
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shows are not necessarily an attractive comparison group. Selective differences in unob-
servables between participants and no-shows will make the latter a poor comparison group
if selection on unobservables (conditional on applying to and being accepted into the
program) is an important component of bias. Yet, at the same time, no-shows are an
attractive comparison group because they are located in the same labor market and admi-
nistered the same questionnaire as participants.

The first two columns of Table 9 present the decomposition in (8.2) constructed using
the experimental controls and the no-shows from the NJS. Fig. 11A,B presents the densi-
ties of P(X) for the same groups. There is much more overlap in the supports of the no-
show and control groups than there is in the comparison and control groups. Moreover, the
shapes of the distributions of P are closer for no shows and control group members than
they are for comparisons and controls (cf. Fig. 10A,B with Fig. 11A,B, respectively).

The evidence on no-shows is mixed. The raw measure of bias B is small for both males
and females. In addition, the support and density weighting problems are much smaller
than those reported in Table 8, although part of this difference results from the smaller set
of X’s available in the NIS data to construct P(X) for the no-shows. However, as shown in
the final row of Table 9, the selection bias for the no-shows remains sizeable when
measured as a percentage of the treatment impact.

The biases obtained for the no-shows in the NJIS or the comparison group are much
smaller than the biases that result from comparing the NJIS controls to a comparison group
constructed from a general survey dataset. The last two columns of Table 9 present the bias
decompositions based on a comparison group of persons eligible for JTPA drawn from the
US Survey of Income and Program Participation (SIPP). The SIPP is a national survey
dataset of the type widely used in evaluating active labor market policies. SIPP data are
rich enough to determine program eligibility. The comparison group constructed from it is
not drawn from the same local labor markets as the NJS control group due to sample size
and confidentiality limitations. Moreover, the earnings measure in the SIPP differs
substantially from that used for the NJS controls due to differences in the respective survey
instruments (Smith, 1997a,b).

A comparison of the first rows of Tables 8 and 9 shows that for the SIPP eligible
comparison group, the raw bias, B, is actually smaller for adult males than with the
ENP comparison group. The raw bias is about the same magnitude for adult females
using the two comparison groups, although of a different sign. However, Bs, selection
bias rigorously defined, is much larger for the SIPP eligible comparison group than for the
eligible non-participant comparison group in Table 8. This indicates that mismatch of
labor markets and questionnaires between participants and comparison group members is
a major source of selection bias.

Heckman et al. (1998b) examine these issues in greater depth. In particular, using the
NJS data on controls and ENPs, they match controls at two sites with ENPs at the two
remaining sites. This comparison shows the effect of putting comparison group members
in different local labor markets while holding constant the survey instrument used to
measure earnings in the two groups. They find that mismatching the local labor markets
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Fig. 11. Density of probability of program participation for adult male (A) and female (B) controls and no-shows
in the National JTPA Study.

creates a substantial bias on the order of 30-40% of the estimated treatment effect.™
Overall, comparing the fifth rows of Tables 8§ and 9 suggests that putting participants
and comparison group members in the same labor markets and giving them the same

® Friedlander and Robins (1995) report similar findings regarding the importance of drawing participants and
non-participants from the same local labor markets.
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questionnaire eliminates a substantial amount (around 50%) of selection bias, rigorously
defined.

Those authors also report that a substantial bias results from using only those observa-
tions that fall into the common support of P(X), Sp, for the control and comparison group
samples to estimate the impact of treatment. Estimating the experimental treatment effect
on the common support rather than on the full support of P(X) among the controls
increases the estimate by 50%. Put differently, the experimental impact estimate is higher
for persons whose P(X) lies in the common support.

The failure of the common support condition due to an absence of comparison group
members comparable to participants in terms of X (or P(X)) is a major source of bias in
conducting non-experimental evaluations. This motivates one of our major recommenda-
tions presented in Section !l — that non-experimental comparison groups should be
designed so that they have the same set of X or P(X) values present among program
participants.

An important advantage of an experimental control group in program evaluations is that
randomization ensures that the support of treatment and control observed characteristics is
the same, up to sampling variation. The results just discussed indicate that non-experi-
mental methods may be able to mitigate major sources of selection bias that arise in the
region of commen support. Simple principles of using the same questionnaire, locating
participants and comparison group members in the same labor markets, comparing
comparable people and weighting comparison group members appropriately go a long
way toward reducing the conventional measure of selection bias. However, because a
significant source of the bias in non-experimental studies is the failure to find a comparison
group for which the support of the observed characteristics largely overlaps that of the
participants, such studies can only provide a partial description of the impact of treatment.
Estimates obtained only over the region of common support may be a poor guide to the
impact for all participants. We suspect that this source of bias is substantial for other
programs besides the JTPA program where it has been studied.

Heckman et al. (1998b) use the estimated B(P(X)) functions to test among competing
identifying assumptions for alternative evaluation estimators using the NJS data. Using a
variety of X, they reach the following main conclusions:

(D They reject the assumption: Ay: B(P(X)) = 0 for all X which justifies matching;

(IT) They do not reject the assumption: Ags: B(X) = B(P(X)) which says that the bias can
be written as a function of P(X) and which justifies the index sufficient classical sample
selection model. However, since the support of P(X) is limited, the method cannot recover
E(Y; — ¥, | X, D = 1)in their data because of the inability to identify the intercepts in the
model. They decisively reject the normal sample selection model in their data.

(il) They do not reject the assumption: App: B/ (P(X)) — B(P(X)) =0 for t > k > ¢
which justifies the non-parametric difference-in-differences estimator introduced in Heck-
man et al. (1997a, 1998b). This estimator does not require the full support conditions
required in the sample selection estimator although if they are not satisfied, the treatment
effect defined only over a subset of the support of P(X).
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Finally, even though the assumptions justifying matching are rejected, matching, non-
parametric difference-in-differences, and sample selection models do about equally well
for the average of E(Y, — Yy | X, D = 1) over the support where it can be defined
although matching is somewhat inferior to the other two estimators. Their analysis demon-
strates that over intervals where the bias balances out, fundamentally different estimators
based on different identifying assumptions can identify the same parameter.

Heckman et al. (1998b) emphasize the importance of using semiparametric and non-
parametric versions of all three estimators (matching, classical sample selection and
difference-in-differences). When they use conventional parametric versions of these esti-
mators, they estimate substantial biases.

The evidence presented in this subsection has major implications for the correct inter-
pretation of Lal.onde’s (1986) influential examination of the effectiveness of non-experi-
mental evaluation strategies for training programs. As noted in Table 6, Lal.onde’s non-
experimental comparison groups were constructed from various non-comparable data
sources. The comparison groups were located in different labor markets from program
participants and had their earnings measured in different ways than the participants. His
measure of selection bias, B, combines the three factors disentangled in the analyses of
Heckman et al. (1996b, 1998b) just summarized.® In addition, like most of the studies
summarized in Tabies 5 and 6, he lacked information on recent preprogram labor force
status dynamics which, as noted in Section 6.3, are an important predictor of participation
in training. A major conclusion of the analysis of Heckman et al. (1998b) is that a
substantial portion of the bias and sensitivity reported by LaLonde is due to his failure
to compare comparable people and to weight them appropriately. Further, mismatch of
labor markets and questionnaires are also likely important sources of the selection bias
measured in Lal.onde’s study. Overall, the available evidence indicates that simple para-
metric econometric models applied to bad data do not eliminate selection bias. Instead,
better data, including a rich array of X variables for use in constructing P(X), and more
appropriate comparison groups, go a long way toward eliminating the sensitivity problems
raised in LaLonde’s (1986) study.

8.3. A simulation study of the sensitivity of non-experimental methods

A theme of this chapter is that every estimator relies on identifying assumptions about the
outcome and participation processes. When a particular estimator is applied to data where
those assumptions fail to hold, bias results. This bias can be substantial. When different
estimators are applied to the same data, the estimates they produce will vary because at
most one set of underlying assumptions is consistent with the data. Only if there is no
problem of selection bias would all estimators identify the same parameter.

% Some of LaLonde’s (1986) measures of B are based on a linear regression model that “partials out” X in the
sense that linear regression conditions on X. Heckman and Todd (1994) present the appropriate decomposition for
this case. When estimated using the NJIS controls and eligible non-participants, the same qualitative conclusions
emerge about the importance of various components of bias.



2008 J. J. Heckman et al.

To demonstrate these points, in this section we present a simulation study in which we
examine the effects of alternative specifications of the processes that determine earnings
and participation in training on the performance of various econometric estimators. Using
earnings equations and participation rules that are consistent with the evidence from actual
training programs, we apply a number of conventional econometric estimators to the
simulated data. We vary aspects of the data generating process to see how the different
components of the earnings and outcome equations affect the bias of the estimators
discussed in Section 7.

8.3.1. A model of earnings and program participation

Building on the model of participation and earnings presenied in Section 6.3, we specify a
model to underlie our simulation study. Following the notation in Section 6.3, but
augmenting it with “/” subscripts to distinguish individual variables from constants, we
define the training period as period &, and let D; be a dummy variable equal to 1 in periods
t > k if the individual receives training and O otherwise. Prior to the training period
(r < k), D, is identically equal to 0 for both future trainees and non-trainees. We further
assume that individual {’s earnings are determined by the following equation, where the
error term combines an AR(1) {(autoregressive of order one) process, as used, for example,
in Eq. (7.1), with an individual-specific fixed effect, so that

Yy=B+ oD, + 6, + Uy, (8.3)
where
U, = PUi,twl + Eir, 8.4)

for all time periods ¢. E(g;,) = 0, where g, is independent and identically distributed over
time and persons. The individual-specific fixed effect, 8, is drawn from a population
distribution with mean zero. We assume that 6,,&; and «; are mutually independent. We
assume random sampling so that all i-subscripted random variables are statistically inde-
pendent of all i’ subscripted variables, i 7 i’.

In this model,

Y, = DYy, + (1~ DYy,
and
Yy — Yo = o

This is a random coefficients model in which the effect of training, «;, varies among
individuals according to some population distribution. This specification of the outcome
equation yields two parameters of interest: the mean effect of training in the population,
E(a;), and the mean effect of training on those who actually receive training,
E(e; | D; = 1). The more standard common coefficient specification assumes that «; =
a for all individuals, in which case the two parameters are equivalent.

Following the model of perfect certainty presented in Section 6.3, we assume that the
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decision to participate in training depends on individuals’ discounted lifetime gain from
training, o ,/r, their opportunity costs or foregone earnings in period &, Yy, and their tuition
costs or subsidy, ¢;. More formally, we have

D, = { 1 ifoa/r—Y,—c,>0andt >k, (8.5)

0 otherwise.

As noted in Section 6.3, this model 1s consistent with Ashenfelter’s dip in earnings among
participants prior to participation. In some of the specifications analyzed below, we relax
the perfect foresight assumption and consider the case where « is not known by the agent
at the time program participation decisions are made. In Eq. (8.5), we introduce instru-
ments as determinants of program costs and write ¢; = Zy ¢ + V,, where Z; is an observed
characteristic that affects the cost of training and where V, is a mean zero random distur-
bance. For simplicity, we assume that both Z; and V; are independent of all other variables
and errors. We assume the trainees have zero earnings during the training period. Because
D; depends on foregone or “latent” earnings in period k, E(D;0,) is non-zero and, in fact, is
negative. Persons with higher values of 0, have higher opportunity costs. As a result, OLS
estimates of our parameters of interest are downward biased.

8.3.2. The data generating process

In our simulations, we set S=1000 and the treatment effect, «;, is drawn from a normal
distribution with a mean of 100 and standard deviation of o,. We explore the effects on the
bias of different values of o, including the common effect model where o, = 0. The g,
are randomly drawn from a normal distribution with mean zero and standard deviation & ..
We initialize the process by setting U, ;s = & ;—s, where k — 5 is the initial period in the
simulated data. We generate the #; from a normal distribution with mean zero and standard
deviation o.

In the participation equation, the Z; are randomly drawn from a N(u ,,03) distribution
and the parameter ¢ is set equal to 1. The mean of the distribution of characteristics, i, is
chosen so that, for each simulated sample, 10% of the population enters the program.
Notice that because we draw the characteristics, Z,, independently of both components of
the outcome equation unobservable, 6; and g, Z; is a valid instrument for the training
variable D; in the common coefficient model. When «; varies among persons, and is acted
on by agents, Z; is not a valid instrument for the parameter E(e; | D; = 1) for the reasons
given in Section 7.4.3. Only if the idiosyncratic component of «; is not acted on in making
participation decisions is TV a valid estimator of E(a; | D; = 1). We set the discount rate r
to be 0.10. To complete the parameterization of the participation equation, we draw the
disturbances, V;, from a N(0,o7) distribution.

Using this specification, in most of the runs we generate 100 samples each containing
1000 individuals. For each person in each sample, we generate 10 periods of earnings data.
There are five pre-program periods, k — 5 to k — 1, one training period, &, and four post-
program periods, & + 1 to k + 4 that we simulate. However, persons are assumed to live
forever so the simple infinite horizon decision rule applies. Each sample consists of 100
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participants and 900 non-participants. The “unmatched” comparison group used in the
tables consist of all of the non-participants. Tables 10, 12 and 13 present estimates using
unmatched comparison groups.

Matched samples are often formed prior to applying econometric estimators, As noted
in Section 7.2, applying estimators to matched samples often invalidates the properties of
an estimator that is appropriate in random or unmatched samples. In fact, matching is an
estimator in its own right. The conventional practice of matching and then using an
econometric estimator on the new samples created by matching is not in general justified.
To illustrate the effects of this practice, our matched comparison group consists of non-
participants matched to the participants using nearest neighbor matching with replace-
ment. The sample sizes for the matched samples are much smaller. We have 100 treatment
group members as before but at most 100 unique comparison group members in each
matched sample —~ compared to the 900 members in the unmatched comparison group.
Unless otherwise stated, the matching is on earnings two periods prior to participation, i.e.,
on Y, _,. Similar matching or screening rules are widely used in the literature. Tables 11,
14 and 15 present estimates using the matched comparison groups, with the latter two
tables examining the effects of alternative matching rules.

In the first column of Table 10, we present a set of ““base case” estimates for a variety of
models with a data generating process 6; ~ N(0,300), & ~ N(0,450), Z;, ~ N(0,300),
p=0.78, and a; = 100 + N(0, 300). These distributions are chosen to represent samples
of the sort that appear in practice. The values for the standard deviations of 6, and &;, as
well as the value of p, are based on estimates reported in Ashenfelter and Card (1985). The
value for the standard deviation of «;, is based on the estimate reported in Heckman et al.
(1997¢).8” Column (1) considers the base case when E(w; | D; = 1) is the parameter of
interest while column (3) considers the base case when E(«,) is the parameter of interest.
The expected value of the parameter of interest taken over all 100 simulated datasets
appears in the column heading for each specification. In the base case,
E(e, | D; = 1) = 607.8. Given that E(a;) = 100, this indicates substantial selection into
the program based on «;. As previously discussed, the bias for E(a;) is the bias for E(q; |
D; = 1) plus E(o; — E(ey) | D=1) = E(Uy; — Uy, | D= 1), the term incorporated into
the definition of E(w; | D, = 1).

In the remaining columns of Table 10, we vary one aspect of the data generating process
at a time using the base case as a point of departure. Column (2) presents the common
coefficient case, with o; = a = 100 for all i. Column (4) presents the case of a random
coefficient model where agents know E(«;) rather than «; when making their program
participation decisions. Thus there is ex ante homogeneity but ex post heterogeneity in
realized outcomes so E(a; | D; = 1) = E(e;) and Z; is a valid instrument for both para-
meters. Column (5) presents the base case with an increased variance of «,. For each

*If a, is a log concave random variable, then in a Roy model, the Heckman et al. (1997¢) estimates of the
variance of a; are understated since they estimate Var(e; | D, = 1) and not Var(a,).
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specification in Table 10, Table 11 presents estimates using the matched comparison group
sample.

In Section 7 we focused primarily on identification of the various parameters of interest
under different assumptions about data generating processes. This focus follows much of
the recent econometric literature on program evaluation, starting with Heckman and Robb
(1985a, 1986a). In practice, securing identification is only a useful first step in determining
a valid estimation strategy. The sampling variability of alternative estimators is an impor-
tant consideration in picking an estimator. Different estimators converge to the true value
at different rates, Table 12 presents some Monte Carlo evidence on the rates of conver-
gence of the estimators we examine using different sample sizes.

Table 13 presents the results from simulations in which we reduce the standard devia-
tions of the random variables determining outcomes and participation one at a time,
holding the overall variances fixed, in order to explore the effect of the size of relative
components of variance on the bias.

We stress that the Monte Carlo analysis reported in this chapter is illustrative rather than
definitive. Heckman and Smith (1998e) present a much more comprehensive Monte Carlo
study which examines the bias and small sample variability of the main non-experimental
estimators presented in Section 7. Our work draws from their findings.

8.3.3. The estimators we examine

The assumptions required to justify each estimator are discussed in Sections 3, 4 and 7.
Here we briefly discuss how each estimator was implemented in our simulation study. The
estimators selected are those most commonly used in the literature. The entries in the
tables indicate the mean and, in parentheses, the standard deviation of the estimates
obtained from the 100 simulated samples. For the IV and Heckman (1979) estimators
we present additional statistics of interest. Unless otherwise noted, the estimates presented
in these tables reflect impacts on ¥;.4.

The first estimator in each table is the cross-section estimator applied to post-program
carnings. Because we do not include any observables in the earnings equation, the cross-
section estimator is the coefficient on D, in aregression of Y; ;.4 on D, and is equivalent to the
difference between the mean of participant and non-participant earnings. The cross-section
estimator is biased downward when Var(6,) > 0 or p > 0. When Var(0;) = p = 0, the
cross-section estimator identifies E(e; | D; = 1) when applied to post-program earnings.

The second, third and fourth rows in each table present three alternative versions of the
difference-in-differences estimator based on the averages (over D = 1 and D = 0) of the
comparisons:

Yy =Y,y =oD; +(U; — Up), (8.6)

!

where ¢’ << k << t. In all three rows, r = k + 3 is the “after” period. The three rows differ
based on the value chosen for the “before” period, to show the effect of differencing
relative to different points in the sequence along Ashenfelter’s dip and also to illustrate the
symmetric differencing estimator. In the second row, the before period is k — 1, in the
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Table 12
Bias in non-experimental estimates of the impact of training (unmatched comparison group samples)”
Estimator® Base case® with Base case with Base case with
sample size = 2500; sample size = 35000, sample size = 10000
parameter of interest parameter of interest parameter of interest
E(a| D=1)=615.1 Ea |D=1)=614.6 Ela|D=1)=614.6
m (2) &)
Cross-section
Mean —102.0 —-106.0 —103.4
SD (35.4) 24.7) (18.8)
Diff-in-diff {(—1,3)
Mean 345 34.5 34.6
SD (35.1) (25.3) (17.0)
Diff-in-dift (—3,3)
Mean —13.0 —13.7 —10.5
SD (38.5) (26.7) (18.4)
Diff-in-diff {—5,3)
Mean —48.4 —47.3 —44 4
SD (33.8) (22.00 (16.8)
AR(1) regression
Mean —4.4 —20.9 —26.5
SD (137.1) (85.8) (65.2)
1V estimator
Mean —191.2 —201.1 —173.4
Median —118.7 —205.1 —-170.8
SD (837.4) (470.9) (322.2)
Corr(Z,D) 0.0536 0.0577 0.0577
Ashenfelter (1979)
Mean 73.0 71.0 70.3
SD (30.1) (21.8) (13.5)
Heckman (1979)
Mean 2.6 —60.5 —38.8
Median 24.8 —-27.6 —20.6
SD (931.8) (584.1) (380.8)
Kitchen sink
Mean ~-20.3 —=23.2 -22.6
SD (30.2) (20.9) (15.9)

* Hstimates are based on 100 simulated samples of the indicated size. The “mean” row presents the mean of the
estimates from the 100 samples while the “SD” row presents the standard deviation of the estimates from the 100
samples. The “Corr(Z,D)” row for the IV estimates gives the average correlation between the participation
indicator, D, and the mstrument, Z.

“The “base case” has @~ N(0,300), &~ N(,280), Z~ N(0,300), V ~ N(0,200), p=100,
a = 100 + N(0,300). Estimates for the base case with samples of size 1000 appear in Table 10. This case is
based on estimates of the size of the permanent and transitory components of earnings from Ashenfelter and Card
(1985) and of the variance in the impacts of training from Heckman et al. (1997¢). In column (1), the fractions of
Var(¥,.4 | D = 1) accounied for by a and 6 are 0.0556 and 0.2678, respectively. In column (2), the fractions are
0.0561 and 0.2692, respectively. In column (3), the fractions are 0.0558 and 0.2695, respectively.
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third row it is kK — 3, which is the symmetric case, and in the fourth row it is k — 5. The
general difference-in-differences estimator will only be consistent for E(e; | D; = 1) when
p=0.

The fifth estimator is the simple autoregressive estimator discussed in Section 7.6:

Yy=pY, + (1 —pB+(1—pEl|D =DD +(1— p)b,
+(1 — p)D,[e; — E(g; l D; = 1)] + g,

= pY;, + B+ a¥D, + 0%+ (1 — p)Dloy; — Bla; | D = 1)] + &, (8.7)

where B* = (1 — p)B and o* = (1 — p)E(g, | D; = 1). We define a5y = @*(1 — p)
where @*and p are the OLS estimators of (1 — p)E(w; | D; = 1) and p, respectively.
The autoregressive estimator identifies F(e; | D; = 1) only when Var(f) =10 and
o, =0, i.e., only when there are no fixed effects in the outcome equation and there is
no heterogeneity in the impact of treatment.

The sixth estimator we consider is an instrumental variables (IV) estimator. We calcu-
late the TV estimates using Z;, the observable variable in the participation equation, as an
instrument for the training indicator variable, D;, in earnings Eq. (8.3). For post-program
earnings, the IV estimator will consistently estimate E(q; | D, = 1) if E(Z,D;) # 0,
E(Z:6,) = 0, and E(Z,g)) = 0 for all ¢ and if «; is the same for everyone or, when it is
heterogencous, if agents do not choose to participate in the program based upon it. If
agents select into the program based on «;, then IV is inconsistent for E(q; | D; = 1).
However, in this case TV estimates the LATE associated with the instrument Z; because our
model satisfies the monotonicity and independence conditions (7.1A.1) and (7.JA.2) of
Imbens and Angrist (1994). Accordingly, provided that the estimates converge adequately
to large sample values, our Monte Carlo analysis reveals how much the LATE differs from
treatment on the treated assuming that the estimator is consistent.

The seventh estimator we consider is Ashenfelter’s (1979) difference-in-differences
autoregressive estimator. His estimator may be written as

Y — Yy = (IJ’FH = )Y T B oDy, A+ g A U (8.8)

From knowledge of p, Ashenfelter proposes to estimate the parameter of interest,
E(w; | D; = 1), using

=1
1—1

aan=|> 0 —pp| a* (8.9)
j=1

where &** is the OLS estimate of a** in Hq. (8.8). When p # 0, this estimator is biased
and inconsistent for « in the common coefficient model and for both E(«;) and E(q; |
D; = 1) in the random coefficient model (Heckman, 1978).

The eighth estimator shown in each table is the Heckman (1979) two-step estimator
based on the assumption that the unobservables in the outcome and participation equations
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are jointly normally distributed. The general control function estimator, of which the
Heckman (1979) estimator is a special case, is given by Eq. (7.15). Under its identifying
assumptions, this estimator consistently estimates both E(«;) and E(«; | D; = 1) using the
procedures described in Section 7.4.2. Because we assume normal errors, our analysis is
favorable to this estimator.

The final row in each table presents what we call the “kitchen sink” estimator. This
estimator approximates the common practice of conditioning on whatever variables are
available in an earnings equation that also includes an indicator for receipt of training. The
Barnow et al. (1980) estimator is a version of the kitchen sink estimator (see the discussion
in Section 7.4.1). We implement this estimator by regressing earnings in each post-
program period on D, X;, ¥;,_,, and Y;,_,. This estimator is inconsistent for all of the
specifications we consider except those with p = 0.

8.3.4. Results from the simulations

All of the specifications we consider depart from the base case presented in the first
columns of Tables 10 (for the unmatched comparison group) and 11 (for the matched
comparison group). In the base case, the cross-section estimator is biased downward in
both the unmatched and matched samples because persons with low fixed effects, 8, are
differentially more likely to participate in the program, which implies that participants
have lower average earnings without training than do comparison group members. This
bias is accentuated by selection into the program based on low values of ¢ in the enroll-
ment period k, which persist over time due to the high value of p. Using a matched
comparison group cuts the mean bias for the cross-section estimator roughly in half.
The difference-in-differences estimator takes care of the selection on #; when that is the
only source of bias, but not the selection bias due to the persistence in the transitory
shocks. It has a lower mean bias than the cross-section estimator but is still inconsistent.
Use of a matched comparison group has mixed effects on the bias in the difference-in-
differences estimator.

The AR(1) estimator is consistent if oy = 0 and o, = 0. In the base case, even though
oy > 0 and o, > 0, the estimator performs relatively well, with the lowest mean bias for
the unmatched comparison group and one of the lowest with the matched comparison
group. This 1s an artifact of the specific parameter values chosen for the base case model.
For this model, several sources of bias just happen to cancel out, resulting in a lower
overall bias (Heckman and Smith, 1998e). In particular, Y;,_ is positively correlated with
both 8; and Di(c; — E(«; | D; = 1)) in the outcome equation error, and D; is negatively
correlated with 6, Heckman and Smith (1998e) present a comprehensive analysis of this
case and demonstrate that perturbations in the base case specifications produce large
biases in the AR(1) model.

The IV estimator is inconsistent for treatment on the treated in the base case because Z;
1s correlated with the error term conditional on £, as shown in Section 7.4.3. This incon-
sistency is reflected in large and highly variable biases with both the matched and
unmatched comparison groups. However, IV consistently estimates the LATE associated
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with Z;. Using the median value, the LATE parameter 1s 25% lower than the treatment on
the treated parameter. The Ashenfelter (1979) and kitchen sink estimators are inconsistent
as well, but have relatively small estimated biases. In both cases, conditioning on lagged
earnings appears to provide an imperfect but still helpful control for the effects of selection
in both the matched and unmatched samples.

Column (2) of Tables 10 and 11 presents the bias for the common coefficient case in
which o, = O for the unmatched and matched comparison groups, respectively. Switching
from the variable coefficient case to the common coefficient case has two important
effects. First, in the common coefficient case selection into the program depends solely
on 6, and U,. In contrast, in the random coefficient base case, persons with values of 6; or
U, near zero, or even positive, will nonetheless select into training if they have a large
enough value of «; Figs. 12 and 13 show that in the common coefficient case, the
distribution of #; for trainees differs much more sharply from that for non-trainees than
in the random coefficient base case. A further consequence of eliminating «; as a deter-
minant of program participation is that Ashenfelter’s dip becomes much deeper in the
common coefficient case, reflecting the stronger sorting on #; and U,. Figs. 14 and 15
illustrate this difference.

In the random coefficient base case, selection into the program based on «; acts like
randomization for the parameter E(e; | D; = 1) because «; is uncorrelated with all of the
components of post-program error. The more D; is driven by variation in «;, the more
exogenous it is and the smaller the bias. To see this, compare the cross-section estimator in
columns (1) and (2). Without the benefit of the pseudo-randomization induced by selection
into the program based on «;, the bias in the common coefficient case, which has the same
variances of 8; and U, as the base case, is much greater. The stronger selection on #; and U;
in the common coefficient case and the deeper dip it induces substantially increase the
mean bias in all cases except the IV and Heckman (1979) estimators for both the
unmatched and matched comparison groups.

The second important effect of switching to the common coetficient model is to drama-
tically improve the performance of the IV and Heckman (1979) estimators. (This also
shows up in their excellent performance in column (4) for the model in which E(e; | D; =
1} = E(e;) and there is no selection on «;.) As discussed in Section 7.4, in the common
coefficient case, Z; is a valid instrument (or exclusion restriction) because it is no longer
correlated with the error term conditional on D;. As a result, both the mean bias and the
variability in the estimates across samples fall.

Column (3) of Tables 10 and 11 shows the mean bias when E(,) rather than E{«; |
D; = 1) is the parameter of interest. As indicated by the values in the column headings
these parameters differ greatly in our base case model because there is strong selection into
the program of persons with high values of a;. As a result, estimators which estimate
E(a; | D; = 1) with low bias provide highly biased estimates of E(«;). For this parameter,
the dependence of D, on «; is a source of bias rather than a solution to the bias problem as it
is when the parameter of interest is E(w; | D; = 1).

Column (4) of Tables 10 and 11 shows the bias for the case where «; varies across
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persons but selection decisions are based only on the expected value E(«;). That is, in this
case, potential trainees are assumed not to know the idiosyncratic compenent of their gain
(or loss) from training. The estimated biases for the all of the estimators other than the
AR(1) are essentially the same as in the common coefficient case, because in both cases
variation in D; is not driven by variation in «,. For the AR(1) estimator, the additional error
component in the earnings equation adversely affects the performance of the estimator.

The final column of Tables 10 and 11 presents the estimates when the base case is
altered by increasing the variance of «; while holding the variances of §; and U, fixed. This
essentially randomizes D; against the error term 6, + U, + D;(a; — E(o; | D, = 1)).
Ceteris paribus, increasing the heterogeneity of the impact of treatment improves the
performance of all of the estimators we examine except for the IV and Heckman (1979)
estimators so long as E(a; | D; = 1) is the parameter of interest and agents act on «; in
making program participation decisions.

The evidence presented in Table 10 1s based on Monte Carlo using simulated samples of
1000 observations. Though small, evaluators often use samples of this size in practice. In
order to study how much of the bias reported in Table 10 results from failure to converge to
the true bias values, and in order to gauge the reliability of large sample theory when
applied to samples of the sizes used in practice, we present bias estimates from simulated
samples of size 2500, 5000 and 10,000 in Table 12. The estimates of bias reported there
correspond to those reported in column (1) of Table 10. We find that the estimates in Table
10 provide an accurate gauge of the bias present in all of the non-experimental estimators
we examine other than the IV estimator, The IV estimator constitutes an important excep-
tion because it converges slowly and is unstable in small samples.

Table 13 shows the effects on the estimated bias for the base case model presented in
Table 10 of changing the relative variances of the observed and unobserved variables
affecting earnings and participation. The first two columns vary the contributions of U;
and 6, to the outcome equation error variance, holding the overall variance,
Var(U;,) + Var(8,), fixed. Columns (3) and (4) vary the relative contributions of Z; and
V;in determining 1;. The final column presents the special case where there is no selection
bias in post-program outcomes because Var(6) — 0 and p = 0. In each case, the exact
values for the variances appear in the table notes.

The results reported in the first two columns are pretty much as expected. The bias for
the cross-section estimator increases when the contribution of 4, to the outcome equation
increases. The difference-in-differences estimators are designed for the case where 6, is an
important component of the bias. A comparison of columns (1) and (2) reveals that as the
variance of @, increases, the bias from using this estimator decreases. The AR(1) estimator
is designed to exploit the autoregressive properties of the error term in the outcome
equation. Therefore it is not surprising that as the variance due to the autoregressive
component declines and the variance due to the fixed effect increases, the performance
of the AR(1) estimator deteriorates. The performance of the other estimators is not much
affected by the relative variances of #; and &,. This is not surprising because they do not
depend on the time series properties of the error terms in the outcome equation.
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The second two columns present the bias in the base case model when the relative
variances of the observables, Z, and unobservables, V, in the participation equation are
changed, keeping the total variance fixed. These changes affect only the I'V and Heckman
(1979) estimators, which make explicit use of the participation equation. As the variance
of Z declines from column (4) to column (3), the correlation of D with Z drops from 0.0677
to 0.0063, and the quality of both the IV and Heckman (1979) estimators declines, as
evidenced by the increases in mean bias and in the variance of the bias across the simulated
samples. Both estimators rely on an exclusion restriction and on variation in Z; relative to
the outcome equation error term, although they use this information in different ways. As a
result, when the exogenous variation in Z; is small, the performance of these estimators
deteriorates.

The case of no selection bias shown in column (5) of Table 13 is an ideal case for all of
the estimators other than the Ashenfelter (1979) estimator, which makes use of ¥;. As
expected, almost all of the estimators show a very low estimated mean bias. However, it is
surprising that the IV estimator does so poorly in this case. This poor performance reflects
the intrinsic variability in the I'V estimator already noted in our discussion of Table 12.

Tables 14 and 15 indicate the sensitivity of the estimated biases to different matching
rules when the matched comparison group samples are used. Table 14 reports estimates for
the base case and Table 15 reports estimates for the common coefficient case. The first four
columns present biases from matching on earnings at different lags, or on the sum of
earnings over the five pre-program periods. The final column reports estimates based on
matching on a propensity score obtained by estimating a probit model of participation
including Z;, Yy, Y;;_» and Y;, 5 as independent variables.

As noted in Section 7.2, using matching to construct a comparison sample alters the
properties of the generated samples compared to random samples and thereby affects the
properties of many estimators. The Heckman (1979) estimator is especially vulnerable
because matching alters the joint distribution of the unobservables in the participation and
outcome equations. The IV estimator is also sensitive to departures from random sampling
for reasons analyzed in Section 7.7. In both cases, Table 15, as well as the estimates
reported in Table 11 for matched samples, demonstrates that these effects are especially
pronounced in the case of the common coefficient model where o, = 0, as the variability
in the bias from both estimators is substantially higher in the common coefficient case. As
we have stressed throughout this section, and as is already evident in column (3) of Tables
10 and 11, increasing the variance of «; when the parameter of interest is E(,; | D; = 1),
and persons select into the program on the basis of «; (and other variables), reduces bias
because more of the variation in D; results from factors that do not contribute to selection
bias.

8.4. Specification testing and the fallacy of alignment

The message of Sections 3-7 is that the choice of an estimator to evaluate a program
requires making judgments about outcome equations, participation rules and the rela-
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tionship between the two. All estimators, including social experiments, are based on
identifying assumptions which are often difficult if not impossible to test on the avail-
able data. For example, the validity of social experiments depends on assumption
(5.A.1) or assumptions (5.A.2a) and (5.A.2b), which state that randomization does
not disrupt the program being evaluated. Testing for disruption effects turns out to
be a difficult task (see Heckman et al., 1996a). Testing whether a variable is a valid
instrument is also difficult unless one has access to the true parameter via some other
identifying assumption, such as another instrument, a valid social experiment or one of
the other identifying restrictions discussed above or in Heckman and Robb (1983a,
1986a). The inability to test maintained identifying assumptions on the available data is
a source of frustration to many.

One widely used practice in the evaluation literature apparently evades this problem
by testing evaluation models on pre-program data and then using the models that pass
the tests to evaluate the program. Papers by Ashenfelter (1978), Ashenfelter and Card
(1985) and Heckman and Hotz (1989) exemplify this approach. The idea underlying
this approach is that if a selection estimator correctly adjusts for differences in pre-
program earnings levels (or some other outcome measure) between future participants
and non-participants, it should also adjust correctly for post-program differences and
therefore be a valid estimator for evaluating the program. This method could also be
applied to the matching estimators defined in Section 7.4.1. According to this line of
reasoning, a good match on pre-program outcome levels should produce a valid esti-
mator for post-program levels.

The basic idea underlying this method is captured by the following testing framework.
Write A(Y,;,X,) for the adjusted pre-program earnings of program participants and
A(Yy.X,) for the adjusted pre-program earnings of non-participants, where ¢ < k.
Then, for a common X, test the hypothesis

A(Y 1y, Xp) =AYy, X). (8.10)

Most commonly such tests are based on the modetl of (3.10). In that context, the test for a
valid comparison group is a test of the hypothesis Hy: a = 0 in the equation

Y, =X.B8+ Da+ U,, <k,

estimated using pre-program data on participants and comparison group members. Here
D =1 denotes that a person will be a participant in period k. If H, is not rejected, the
comparison group is deemed to be adequate.

This logic seems compelling, but is potentially misleading. The success of testing
strategies based on the alignment of pre-program earnings depends on the serial corre-
lation properties of the error term in the earnings equation. Suppose, for example, that
program participants and non-participants have identical pre-program earnings histories
but that participants experience a permanent loss in earnings at the time of enrollment
in period k. In this case, finding that a particular estimator or comparison group
correctly aligns earnings in periods prior to k tells little about the validity of a post-
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program comparison. Even if the program had a strong positive impact on participant
earnings compared to what they would have earned without the program, post-program
comparisons between participants and non-participants based on estimators or compar-
ison groups which correctly aligned pre-program earnings might still yield a negative
impact estimate for the program because of the large negative shock experienced by
participants.

Using tests based on the alignment of pre-program earnings or outcome levels to
evaluate the validity of an estimator or comparison group or both is the alignment fallacy.
The widely used Heckman and Hotz (1989) tests of the validity of non-experimental
selection estimators using pre-program earnings are based on the alignment fallacy. Its
practical importance can be illustrated by re-examining an old controversy in the evalua-
tion literature. In the early 1980s, two major consulting firms — Westat, Inc. and SRI
International — used matching to construct comparison groups to evaluate the US CETA
training program. Both firms had access to the same large datasets and both hired expert
statisticians who advocated matching as an evaluation estimator. They both chose their
comparison groups to align the earnings of participants and comparison group members in
the pre-program period.

As shown in Fig. 3, Ashenfelter’s dip characterized the earnings of participants in the
CETA program. SRI chose to match on earnings two periods prior to the enrollment
period. It picked as comparison group members persons whose carnings were very similar
to participants in period & — 2. Westat aligned using earnings in period £k — 1. Using a
simple matching estimator for post-program earnings, SRI reported a negative impact of
CETA on participant earnings that was substantially lower than the impact reported by
Westat. Figs. 15 and 16 demonstrate how this would happen. Those figures are based on
our adaptation of the empirical model of Ashenfeiter and Card (1985) used to generate the
simulations in Section 8.3. That model is rich enough to generate Ashenfelter’s dip. Figs.
15 and 16 show the earnings of participants, matched non-participants, unmaiched non-
participants and all non-participants for comparison groups based on matching in periods
k—2 and k — 1, respectively.

Comparing Figs. 15 and 16, when we match so that future participant and non-partici-
pant earnings are the same in period £ — 2, mean reversion causes the earnings after period
k of persons aligned in k — 2 to be higher than those of persons aligned based on earnings
in period k — 1.™ This implies that the matching estimator used by SRI should produce a
lower estimate of program impact than the matching estimator used by Westat, which is
exactly what was found. Neither matching estimator may be correct, but the ordering of
the estimates cbtained from them is predicted from our knowledge of the earnings
dynamics of program participants.

Alignment on pre-program earnings is not guaranteed to produce valid estimators of the
impact of a program using post-program earnings. It is thus interesting, but not by any

* There were other matching variables used by both groups but the use of earnings at different lags to form
matched samples plays the main role in explaining the discrepancy between the two studies.
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Fig. 16. Mean earnings in base case with random coefficient and matching on ¥ .

means conclusive, that specification tests based on alignment of pre-program earnings
developed by Heckman and Hotz (1989) have been found by them and by others such as
Friedlander and Robbins (1995) to eliminate from consideration the most biased estima-
tors of training impact. Even in these studies, many estimators that survive the tests still
exhibit substantial bias.

8.4.1. Testing identifying assumptions

As noted by Heckman and Robb (1985a, 1986a), most of the conventional econometric
estimators make strong overidentifying restrictions which can be tested. The fixed effects
and inverse Mills’ ratio estimators are examples of evaluation models with strong over-
identifying assumptions.” Heckman et al. (1997a) present tests of over-identifying
assumptions for matching estimators for non-experimental data.

Nonetheless, Heckman and Robb (1985a, 1986a) also note that ali econometric evalua-
tion models can be weakened to a just-identified form, and they present many examples of
how this can be done. Just-identified models offer one interpretation of the available data
but other just-identified models are equally good descriptions of the same data. The only

8 Tests of the fixed effect model for panels of iength greater than T = 2 are presenied in Chamberlain (1984),
Hsiao (1986) and Baltagi (1995). Tests for the normal selection model based on the properties of censored normal
residuals are discussed in Amemiya (1983) among other sources. See also Bera et al. (1984).
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way to test the validity of just-identified models is to get better data to eliminate the effects
of unobservables on selection.

9. Indirect effects, displacement and general equilibrium treatment effects

Except for our discussion of general equilibrium effects in Section 3.4, throughout this
chapter we have followed most of the evaluation literature and used microeconomic partial
equilibrium analysis as a framework for interpreting the estimates obtained from evalua-
tion studies. As stated in Section 3, the key identifying assumption in this approach is that
the no-treatment outcomes within a given policy regime closely approximate the outcomes
in a no-program regime. In the language of Lewis (1963), this assumption allows analysts
to ignore indirect effects. In the context of evaluating large scale employment and training
programs at a national level, it is natural to ask whether this assumption is valid and the
consequences for an evaluation if it is not. To answer these questions in a convincing
fashion requires constructing a model of the labor market, a task that is rarely performed in
conventional evaluation studies.

In this section, we summarize a line of previous research that attempts to unite the
“treatment effect” literature with the general equilibrium policy evaluation literature.
Calls for doing so originate in the work of Lewis (1963) and have also been made by
Hamermesh (1971, 1993), Johnson and Layard (1986) and others. Within the framework
of a Mortensen-Pissarides model, Davidson and Woodbury (1993, 1995) present a
promising attempt to analyze the indirect effects of an unemployment bonus program.
They assume that prices and wages are fixed and consider the effects of the bonus program
on the search behavior of participants and non-participants. In a model with flexible skill
prices, Heckman et al. (1998d) consider the effects of changes in tuition on schooling and
earnings, accounting for general equilibrium effects on participants and non-participants.
We consider both models in this section after briefly surveying the traditional approach to
accounting for indirect effects.

Newly trained workers may displace previously trained workers 1f wages are inflexible,
as they are in many European countries. For some training programs in Europe, substantial
displacement effects have been estimated (OECD, 1993; Calmfors, 1994). If wages are
flexible, the arrival of newly trained workers to the market tends to lower the wages of
previously trained workers but does not displace any worker. In the framework of Section
3, even if the effect of treatment on the treated is positive, non-participants may be worse
off as a result of the program compared to what they would have experienced in the no-
program state. Non-participants who are good substitutes for the new trainees will be
especially affected. Complementary factors will benefit. These spillover effects can
have important consequences for the interpretation of traditional evaluation parameters.
The benchmark “no-treatment” state is actually affected by the program.”

% Thus assnmption (3.15) may be violated and instead E(Yy | D = 0, &) < E(Y, | D=0, ¢ = 0).
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To demonstrate these issues in a dramatic way, consider the effect of a wage subsidy for
employment in a labor market for low-skill workers. Assume that firms act to minimize
their costs of employment. Wage subsidies operate by taking non-employed persons and
subsidizing their employment at firms.

As indicated in Table 2, many active labor market policies have a substantial wage-
subsidy component. Suppose that the reason for non-employment of low-skill workers is
that minimum wages are set too high. This case is a traditional justification for wage
subsidies (see, e.g., Johnson, 1979; Johnson and Layard, 1986). If the number of subsi-
dized workers is less than the number of workers employed at the minimum wage, a wage
subsidy financed from lump sum taxes has no effect on total employment in the low wage
sector because the price of labor for the marginal worker hired by firms is the minimum
wage which is the same before and after the subsidy program is put in place. The marginal
worker is unsubsidized both before and after the subsidy program is put in place.

The effects of the program are dramatic on the individuals who participate in it. Persons
previously non-employed become employed as firms seek workers who carry a wage
subsidy. Many previously-employed workers become non-employed as their employment
is not subsidized. There are no effects of the wage subsidy program on GDP unless the
taxes raised to finance the program have real effects on output. Yet there is substantial
redistribution of employment. Focusing solely on the effects of the program on subsidized
workers greatly overstates its impact on the economy at large.

In order to estimate the impact of the program on the overall economy, A($) in the
notation of Section 3, it is necessary to look at outcomes for both participants and non-
participants. Only if the benefits accruing to previously-non-employed participants are
adopted as the appropriate criterion would the effect of treatment on the treated be a
parameter of interest in this situation. Information on both direct participants and affected
non-participants is required to estimate the net gain in earnings and employment resulting
from the program.

In the case of a wage subsidy, comparing the earnings and employment of subsidized
participants during their subsidized period to their earnings and employment in the pre-
subsidized period can be a very misleading estimator of the total impact of the program. So
1s a cross-section comparison of participants and non-participants. In the example of a
subsidy in the presence of a minimum wage, the before—after estimate of the gain exceeds
the cross-section estimate unless the subsidy is extended to a group of non-employed
workers as large as the number employed at the minimum wage. For subsidy coverage
levels below this amount, some proportion of the unsubsidized employment is paid the
minimum wage. Under these circumstances, commonly-used evaluation estimators
produce seriously misleading estimates of program impacts.

The following example clarifies and extends these points to examine the effect of
displacement on the trilogy of estimators discussed in Section 4. Let N be the number
of participants in the low-wage labor market. Let N be the number of persons employed at
the minimum wage M and let Ny be the number of persons subsidized. Subsidized persons
receive the minimum wage. Subsidization operates solely on persons who would other-
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wise have been non-employed and had no earnings. Assume Ny > Ng. Therefore, the
subsidy has no effect on total employment in the market, because the marginal cost of
labor to a firm is still the minimum wage. Workers with the subsidy are worth more to the
firm by the amount of the subsidy S. Firms would be willing to pay up to § + M per
subsidized worker to attract them.

The estimated wage gain using a before—after comparison for subsidized participants is

Before-after : S+M—-0=85+M,

because all subsidized persons earn a zero wage prior to the subsidy. The estimated wage
gain using cross-section comparisons of program participants and non-participants is

(N — Ny) N — NE_

Cross-section : S+M)— M
(N — Ng) N — Ny

=S+M ( ) < S+ M,

where (S+M) is the average participant’s wage and M(N — Ng)/(N — Ny) is the average
non-participant’s wage. Since Ny > N, the before—after estimator is larger than the cross-
section estimator. The widely used difference-in-differences estimator compares the
before—after outcome measure for participants to the before—after outcome measure for

non-participants.
Difference-in-differences :

. — N 4 N
Ne=Ns N ):S+M(————_n)>S+M.
N"“'NS N_NS S

(S+M——O)WM(

The gain estimated from the difference-in-differences estimator exceeds the gain esti-
mated from the before—after estimator which in turn exceeds the gain estimated from the
cross-section estimator. The “no-treatment” benchmark in the difference-in-differences
model is contaminated by treatment.

The estimate of employment creation obtained from the three estimators is obtained by
setting M = 1 and S = O in the previous expressions. This converts those expressions into
estimates of employment gains for the different groups used in their definition.

None of these estimators produces a correct assessment of wage or employment gain for
the economy at large. Focusing only on direct participants causes analysts to lose sight of
overall program impacts. Only an aggregate analysis of the economy as a whole, or
random samples of the entire economy, would produce the correct assessment that no
wage increase or job creation is produced by the program. The problem of indirect effects
poses a major challenge to conventional micro methods used in evaluation research that
focus on direct impacts instead of total impacts, and demonstrates the need for program
evaluations to utilize market-wide data and general equilibrium methods.

9.1. Review of the traditional approaches to displacement and substitution

Calmfors (1994) presents a comprehensive review of the issues that arise in evaluating
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active labor market programs in the context of a modern economy and an exhaustive list of
references on theoretical and empirical work on this topic. He distinguishes a number of
mdirect effects including displacement effects (jobs created by one program are at the
expense of other jobs), deadweight effects (subsidizing hiring that would have occurred in
the absence of the program), substitution effects (jobs created for a certain category of
workers replace jobs for other categories because relative wage costs have changed) and
tax effects (the effects of taxation required to finance the programs on the behavior of
everyone in society). A central conclusion of this literature is that the estimates of program
impact from the microeconomic treatment effect literature provide incomplete information
about the full impacts of active labor market programs. The effect of a program on
participants may be a poor approximation to the total effect of the program, as our simple
example has shown.

Forslund and Krueger (1997) illustrate both the traditional approach to estimating
displacement and the problems with it. The standard reduced form approach pursued by
Johnson and Tomola (1977), Gramlich and Ysander (1981) and others regresses employ-
ment in non-subsidized jobs in a geographical area on the number of subsidized jobs
lagged one period and other control variables. Full displacement is said to occur if the
estimated coefficient on lagged subsidized employment is minus one. For each subsidized
job there is one fewer unsubsidized job. For Swedish construction workers, Forslund and
Krueger estimate a coefficient of —0.69 so that for each public relief worker hired, there
are 0.69 fewer private construction workers hired. For other groups, their estimates of
displacement are unstable and they report only a broad range of values.

Forslund and Krueger discuss the problem of reverse causation. A negative shock to the
economy may stimulate the use of relief workers. The estimated displacement effect may
be a consequence of the feedback between macro shocks and the application of a public
hiring policy. Although they present various ad hoc methods based on vector autoregres-
sions to circumvent this problem, they sound a cautionary note about all of the reduced
form methods used to estimate displacement and the evidence presented in the entire
literature based on them.

9.2. General equilibrium approaches

A more clearly interpretable approach to the problem of measuring indirect effects of
programs 1s to construct equilibrium models of the labor market in which both direct and
indirect effects are modeled. One recent example is Davidson and Woodbury (1993). They
consider these issues in the context of evaluating a bonus scheme to encourage unem-
ployed workers to find jobs more quickly using a Mortensen-Pissarides search model in
which prices are fixed. A second recent example is the analysis of Heckman et al. (1998e).
They consider the evaluation of tuition subsidy programs in a general equilibrium model
of human capital accumulation with both schooling and on-the-job training and with
heterogeneous skills in which prices are flexible. The first is a model of displacement
with fixed prices; the second is a model of substitution.
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Both studies demonstrate the problems with, and possibilities for, general equilibrium
analysis of the impacts of active labor market programs. They both find important indirect
effects of the programs they evaluate. At the same time, both studies demonstrate that the
task of finding credible parameters for general equilibrium models is a challenging one.
We first consider the analysis of Davidson and Woodbury.

9.2.1. Davidson and Woodbury

The reemployment bonus scheme analyzed by Davidson and Woodbury (1993) acceler-
ates the rate at which unemployed persons offered the bonus find jobs. The bonus is paid to
currently unemployed eligible persons with spells below a threshold level who find jobs
within a specified time frame. By stimulating aggregate search activity, the bonus may
also have macro effects on output and on the search behavior of unsubsidized participants.
The higher taxes raised to finance the program may reduce aggregate search activity by the
unsubsidized as their return to market activity declines. The higher level of search by the
subsidized may discourage search by their unsubsidized competitors in the labor market.

Davidson and Woodbury (1993) consider four classes of workers: (a) unemployment
insurance (UI) recipients who are eligible for the bonus if they get hired; (b) Ul recipients
who are ineligible for a bonus because of the length of their current unemployment spell
(the bonus is only paid to persons with an unemployment spell below a certain length); (c)
Ul recipients who have exhausted their benefits; and (d) jobless workers who were never
eligible to receive Ul benefits and cannot receive a bonus. They develop an equilibrium
model of search assuming that workers are income maximizing and the bonus is offered in
the steady state.

Workers eligible for a bonus have an incentive to accelerate their search. Those ineli-
gible for a bonus in the current spell experience two offsetting effects: (a) the competition
for jobs increases, making search less profitable and (b) the benefits of being unemployed
rise in the next spell because of the bonus. The second effect promotes search because of
the eligibility for the program conferred on persons when they eventually secure a job and
are at risk for future unemployment. In their simulations these effects cancel out, leaving
the search activity of this group unaffected. However, because of enhanced search by those
with the subsidy, the rate of job acquisition declines for those currently ineligible for the
bonus.

For those who are permanently ineligible, only the first effect operates; as a result they
reduce their search activity. This generates displacement. During recessions, the existence
of a bonus leads to displacement of non-bonus workers (those permanently ineligible and
those whose benefits are exhausted or whose eligibility has expired). Permanently ineli-
gible workers always experience displacement. Davidson and Woodbury estimate that 30—
60% of the gross employment effect of the bonus program is offset by displacement of Ul-
incligible workers. Microeconomic treatment analyses of program participant employ-
ment experiences provide a substantially misleading picture of the effect of the program
on society at large. We next turn to a general equililbrium model of an economy with wage
flexibility and indirect effects.
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9.2.2. Heckman, Lochner and Taber

The typical microeconomic evaluation of tuition policy estimates the response of college
enrollment to tuition variation using geographically dispersed cross-sections of indivi-
duals facing different tuition rates. These estimates are then used to determine how
subsidies to tuition will raise college enrollment. The impact of tuition policies on earnings
are evaluated using a schooling-earnings relationship fit on pre-intervention data and do
not account for the enrollment effects of the taxes raised to finance the tuition subsidy.
Kane (1994) and Cameron and Heckman (1998) exemplify this approach.

The danger in this widely used practice is that what is true for policies affecting a small
number of individuals, as studied by social experiments or as studied in the microeco-
nomic “treatment effect” literature, need not be true for policies that affect the economy at
large. A national tuition-reduction policy may stimulate substantial college enrollment and
will also likely reduce skill prices. However, agents who account for these changes will
not enroll in school at the levels calculated from conventional procedures which ignore the
impact of the induced enrollment on skill prices. As a result, standard policy evaluation
practices are likely to be misleading about the effects of tuition policy on schooling
attainment and wage inequality. The empirical question is: how misleading? Heckman
et al. (1998e) show that conventional practices in the educational evaluation literature lead
to estimates of enrollment responses that are ten times larger than the long-run general
equilibrium effects. They improve on current practice in the “treatment effects™ literature
by considering both the gross benefits of the program and the tax costs of financing the
treatment as borne by different groups.

Evaluating the general equilibrium effects of a national tuition policy requires more
information than the toition-enrollment parameter that is the centerpiece of partial equih-
brium policy analysis. Policy proposals of all sorts typically extrapolate well outside the
range of known experience and ignore the effects of induced changes in skill quantities on
skill prices. To improve on current practice, Heckman et al. (1998e) develop an empiri-
cally justified rational expectations perfect foresight overlapping-generations general
equilibrium framework for the pricing of heterogeneous skills. It is based on an empiri-
cally grounded theory of the supply of schooling and post-school human capital, where
different schooling levels represent different skills. Individuals differ in learning ability
and n initial endowments of human capital. Household saving behavior generates the
aggregate capital stock, and output is produced by combining the stocks of different
human capitals with physical capital. Factor markets are competitive and there is price
flexibility. The framework explains the pattern of rising wage inequality experienced in
the United States in the past 30 years. They apply their framework to evaluate tuition
policies that attempt to increase college enroliment.

For two reasons, the “treatment effect” framework that ignores the general equilibrium
effects of tuition policy is inadequate. First, the parameters of interest depend on who in
the economy is “treated” and who 1s not. Second, these parameters do not measure the full
impact of the program. For example, increasing tuition subsidies may increase the earn-
ings of uneducated individuals who do not take advantage of the subsidy. To pay for the
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subsidy, the highly educated would be taxed and this may affect their investment behavior.
In addition, more competitors for educated workers enter the market as a result of the
policy, and their earnings are depressed. Conventional methods ignore the effect of the
policy on non-participants operating through changes in equilibrium skill prices as well as
Calmfors’ tax effect. In order to account for these effects, it is necessary to conduct a
general equilibrium analysis.

The analysis of Heckman et al. (1998e) has major implications for the widely used
difference-in-differences estimator. If the tuition subsidy changes the aggregate skill
prices, the decisions of non-participants will be affected. The “no-treatment” benchmark
group is affected by the policy and the difference-in-differences estimator does not identify
the effect of the policy for anyone compared to a no-treatment state.”’

Using their model, Heckman et al. (1998e) simulate the effects on enrollment in college
and wage inequality of a revenue-neutral $500 increase in college tuition subsidy on top of
existing programs that is financed by a proportional tax. They start from a baseline
economy that describes the US in the mid 1980s and that produces wage growth profiles
and schooling enrollment and capital stock data that match micro and macro evidence. The
partial equilibrium increase in college attendance is 5.3% in the new steady state. This
analysis holds skill prices, and therefore college and high school wage rates, fixed — a
typical assumption in microeconomic “treatment effect” analyses.

When the policy is evaluated in a general equilibrium setting, the estimated effect falls
to 0.46%. Because the college-high school wage ratio falls as more individuals attend
college, the returns to college are less than when the wage ratio is held fixed. Rational
agents understand this effect of the tuition policy on skill prices and adjust their college-
going behavior accordingly. Policy analysis of the type offered in the “treatment effect”
literature ignores the responses of rational agents to the policies being evaluated. There is
substantial attenuation of the effects of tuition policy on capital and on the stocks of the
different skills in their model compared to a partial equilibriom treatment effect model.
They demonstrate that their results are robust to a variety of specifications of the economic
model.

They also analyze short-run effects. When they simulate the model with rational expec-
tations, the short-run college enrollment effects are also very small, as agents anticipate the
effects of the policy on skill prices and calculate that there is little gain from attending
college at higher rates. Under myopic expectations, the short-run enrollment effects are
much closer to the estimated partial equilibrium effects. With learning on the part of
agents, but not perfect foresight, there is still a substantial gap between partial equilibrium
and general equilibrium estimates.

Heckman et al. (1998¢) also consider the impact of a policy change on discounied
earnings and utility and decompose the total effects inte benefits and costs, including
tax costs for each group, thus isolating Calmfors’ tax effect. Table 16 compares outcomes

* This problem of spillover effects was first studied by Lewis (1963) who pointed out its implications for
estimating the union-non-union wage differential from cross-section and repeated cross-section comparisons,
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across two steady states: (a) the benchmark steady state and (b) the steady state associated
with the new tuition policy. Given that the estimated schooling response to a $500 subsidy
is small, they instead use a $5000 subsidy for the purpose of exploring general equilibrium
effects on earnings. (Current college tuition subsidy levels are this high or higher at many
colleges in the US.) The row “High School-High School” reports the change in a variety
of outcome measures for those persons who would be in high school under either the
benchmark or new policy regime; the “High School-College” row reports the change in
the same measures for high school students in the benchmark state who are induced to
attend college by the new policy; the “College-High School” outcomes refer to those
persons in college in the benchmark economy who only attend high school after the policy;
and so forth.

By the measure of the present value of earnings, some of those induced to change are
worse off. Contrary to the monotonicity assumption built into the LATE parameter
discussed in Section 7, and defined in this context as the effect of the tuition subsidy on
the earnings of those induced by it to go to college, they find that the tuition policy
produces a two-way flow. Some people who would have attended college in the bench-
mark regime no longer do so. The rest of society also is affected by the policy — again,
contrary to the implicit assumption built into LATE that only those who change status are
affected by the policy. People who would have gone to college without the policy and
continue to do so after the policy are financially worse off for two reasons: (a) the price of
their skill is depressed and (b) they must pay higher taxes to finance the policy. However,
they now receive a tuition subsidy and for this reason, on net, they are better off both
financially and in terms of utility. Those who abstain from attending college in both steady

Table 16
Simulated effects of $5000 tuition subsidy on different groups; steady state changes in present value of lifetime
wealth (thousands of 1995 US dollars)*

Group (proportion)” After-tax earnings  After-tax After-tax earnings  Utitity®
using base tax* earnings® net of tuition®
(1) (2) (3 (4
High School-High School (0.528) 9512 —0.024 -0.024 ~0.024
High School-College (0.025) —4.231 —13.446 1.529 1411
College—High School (0.003) —46.711 ~57.139 —53.019 ~0.879
College—College (0.444) —7.654 —18.204 0.42 042

* Source: Heckman et al. {(1998e, Table 1).

" The groups correspond to each possible counterfactual. For example, the “High School-High School” group
consists of individuals who would not aitend college in either steady state, and the “High School-College” group
would not attend college in the first steady state, but would in the second, etc.

¢ Column (1) reports the after-tax present value of earnings in thousands of 1995 US dollars discounted using
the after-tax interest rate where the tax rate used for the second steady state is the base tax rate. Column (2) adds
the effect of taxes, column (3) adds the effect of tuition subsidies and column (4) includes the non-pecuniary costs
of college in dollar terms.
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states are better off in the second. They pay higher taxes, but their skill becomes more
scarce and their wages rise. Those induced to attend college by the policy are better off in
terms of utility but are not necessarily better off in terms of income. Note that neither
category of non-changers is a natural benchmark for a difference-in-differences estimator.
The movement in their wages before and after the policy is due to the policy and cannot be
attributed to a benchmark “trend” that is independent of the policy.

Table 17 presents the impact of the $5000 tuition policy on the log earnings of indivi-
duals with 10 years of work experience for different definitions of treatment effects. The
partial equilibrium version given in the first column holds skill prices constant at initial
steady state values. The general equilibrium version given in the second column allows
prices to adjust when college enrollment varies. Consider four parameters initially defined
in a partial equilibrium context. The average treatment effect is defined for a randomly
selected person in the population in the benchmark economy and asks how that person
would gain in wages by moving from high school to college. The parameter treatment on
the treated is defined as the average gain over their non-college alternative of those who

Table 17
Treatment effect parameters under partial equilibrium and general equilibrivm; difference in log earnings for
college graduates versus high school graduates at 10 years of work experience®

Parameter Prices fixed" Prices vary® Fraction of sample" (%)
(1 ) 3)
Average treatment effect (ATE) 0.281 1.801 100
Treatment on treated (TT) 0.294 3.364 44.7
Treatment on untreated (TOU) 0.270 —1.225 553
Marginal treatment effect (MTE) 0.259 0.259 -
LATE® 5000 subsidy
Partial equilibrium 0.255 - 23.6
GE (HS to college) (LATE) 0.253 0.227 2.48
GE (college to HS) (LATER) 0.393 0.365 0.34
GE Net (TLATE) - 0.244 2.82
LATE" 500 subsidy
Partial equilibrium 0.254 - 237
GE (HS to college) (LATE) 0.250 0.247 0.24
GE (college to HS) (LATER) 0.393 0.390 0.03

GE Net (TLATE) - 0.264 0.27

* Source: Heckman et al. (1998e).

® In column (1), prices are held constant at their initial stcady state levels when wage ditferences are calculated.

“ In column (2), we allow prices to adjust in response to the change in schooling proportions when calculating
wage differences.

¢ For each row, column (3) presents the fraction of the sample over which the parameter is defined.

® The LATE group gives the effect on earnings for persons who would be induced to attend college by a tuition
change. In the case of GE, LATE measures the effect on individuals induced to attend college when skill prices
adjust in response to quantity movements among skill groups. The partial equilibrium LATE measures the effect
of the policy on those induced to attend college when skill prices are held at the benchmark level.
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attend college in the benchmark state. The parameter treatment on the untreated is defined
as the average gain over their college wage received by individuals who did not attend
college. The marginal treatment effect is defined for individuals who are indifferent
between going to college or not. This parameter is a limit version of the LATE parameter
under conventional assumptions made in discrete choice theory (Heckman, 1997; Heck-
man and Vytlacil, 1999a,b). Column 2 presents the general equilibrium version of treat-
ment on the treated. It compares the earnings of college graduates in the benchmark
economy with what they would earn if no one went to college.”” The treatment on the
untreated is defined analogously by comparing what high school graduates in the bench-
mark economy would earn if everyone in the population were forced to go to college. The
average treatment effect compares the average earnings in a world in which everyone
attends college versus the earnings in a world in which nobody attends college. Such
dramatic policy shifts produce large estimated effects. In contrast, the general equilibrium
marginal treatment effect parameter considers the gain to attending college for people on
the margin of indifference between attending college and only attending high school. In
this case, as long as the mass of people in the indifference set is negligible, partial and
general equilibrium parameters are the same.

The final set of parameters Heckman et al. (1998e) consider are versions of the LATE
parameter. This parameter depends on the particular intervention being studied and its
magnitude. The partial equilibrium version of LATE is defined on the outcomes of indi-
viduals induced to attend college, assuming that skill prices do not change. The general
equilibrium version is defined for the individuals induced to attend college when prices
adjust in response to the policy. The two LATE parameters are quite close to each other
and are also close to the marginal treatment effect.” General equilibrium effects change
the group over which the parameter is defined compared to the partial equilibrium case.
For the $5000 subsidy, there are substantial price effects and the partial equilibrium
parameter differs substantially from the general equilibrium parameter.

Heckman et al. (1998e) also present partial and general equilibrium estimates for two
extensions of the LATE concept: LATER (the effect of the policy on those induced to
attend only high school rather than going to college) — Reverse LATE — and TLATE (the
effect of the policy on all of those induced to change whichever direction they flow).
LATER is larger than LATE, indicating that those induced to drop out of college have
larger gains from dropping out than those induced to enter college have from entering.
TLATE is a weighted average of LATE and LATER with weights given by the relative
proportion of people who switch in each direction.

The general equilibrium impacts of tuition on college enrollment are an order of

**In the empirical general equilibrium model of Heckman et al. (1998d), the Inada conditions for college and
high school are not satisfied in the aggregate production function and the marginal product of each skill group
when none of it is utilized is a bounded number. If the Inada conditions were satisfied, this counterfactual and the
counterfactual treatment on the untreated would not be defined.

* The latter is a consequence of the discrete choice framework for schooling choices analyzed in the Heckman
et at. (1998d) model. Recall our discussion in Section 3.4.
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magnitude smaller than those reported in the literature estimating microeconometric treat-
ment effects. The assumptions used to justify the LATE parameter in a microeconomic
setting do not carry over to a general equilibrium framework. Policy changes, in general,
induce two-way flows and violate the monotonicity — or one-way flow — assumption of
LATE. Heckman et al. (1998¢) extend the LATE concept to allow for the two-way flows
induced by the policies. They present a more comprehensive approach to program evalua-
tion by considering both the tax and benefit consequences of the program being evaluated
and placing the analysis in a market setting. Their analysis demonstrates the possibilities
of the general equilibrium approach and the limitations of the microeconomic “treatment
effect” approach to policy evaluation.

9.3. Summary of general equilibrium approaches

Any policy with a large target population is likely to have general equilibrium impacts.
Reliance on microeconomic treatment effect approaches to evaluate such policies
produces potentially misleading estimates. Even reducing the Heckman et al. (1998e)
estimates by a factor of three to account for learning about future price paths, instead of
perfect foresight, produces a sizeable discrepancy between the microeconomic treatment
effect estimates and the general equilibrium estimates. Their work and that of Davidson
and Woodbury (1993) indicates that the costs of ignoring indirect effects may be substan-
tial. In future evaluations of large scale programs, we urge the use of general equilibrium
methods to produce more accurate assessments of the true impacts of the programs being
evaluated and to produce a more reliable guide to the distributional impacts of policies.

The cost of this enhanced knowledge is the difficulty in assembling all of the behavioral
parameters required to conduct a general equilibrium evaluation. From a long-run stand-
point, these costs are worth incurring. Once a solid knowledge base is put in place, a more
trustworthy framework for policy evaluation will be available, one that will offer an
economically justified framework for accumulating evidence across studies and will moti-
vate empirical research by microeconomists to provide better empirical foundations for
general equilibrium policy analyses.

10. A survey of empirical findings
10.1. The objectives of program evaluations

The purpose of government training programs and other active labor market policies is to
integrate unemployed and economically disadvantaged workers into the work force either
by facilitating their job search, improving their work habits, or augmenting their human
capital. In Section 3, we emphasized that program evaluators could assess the success of
these programs by their impacts on a variety of outcomes, the choice of which depended
on the objectives of policy makers. In practice, the outcomes of greatest interest to
program evaluators and to policy makers who fund this research include participants’
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labor market outcomes, such as their earnings, employment rates, transition rates out of
unemployment and employment, wages, and use of unemployment insurance programs.
Participants’ non-labor market outcomes, such as their use of social assistance programs,
educational attainment, criminal activity, and teen childbearing, are also scrutinized.

The most common outcomes of interest in US program evaluations are annual or
quarterly earnings. Positive earnings impacts are often taken as synonymous with
increased aggregate output and costs are often ignored. By contrast, in European evalua-
tions the most common outcome of interest is employment. This emphasis reflects an
emphasis on programs that reduce longterm unemployment.

Besides examining the impact of active labor market policies on participants’ outcomes,
another objective of program evaluations is to determine whether these policies constitute
worthwhile social investments. The dominant approach followed in the program evalua-
tion literature is to measure the net social benefit of these policies using the change in
aggregate output attributable to the program (Heckman and Smith, 1998a). Evaluators
estimate this change by subtracting the programs’ costs from its discounted stream of
benefits. These costs include the operating cost of the program, the cost of education and
training expenditures, forgone earnings associated with participants’ time in the program,
and participants’ out-of-pocket expenses for inputs such as transportation and child care.

In some cases, only the direct costs of these programs are likely significant in conven-
tional cost-benefit analyses. The forgone earnings costs of participating in training are less
important when evaluating JSA or short WE programs, or for programs targeted toward
economically disadvantaged persons who are prone to long spells of unemployment. By
contrast, these costs tend to be higher when evaluating a CT program in which individuals
acquire skills off-the-job, and their participation in the program causes them to search less
intensely for employment. Similarly, these costs ate higher for programs serving adult
males, especially prime-aged displaced workers, who have well established work histories
and who are more likely to be employed in the absence of training.

In practice, conventional cost-benefit analyses usually do not account for several other
costs that could reduce the net social benefit of employment and training programs. The
first of these costs are the deadweight loss caused by raising taxes to finance training
(Browning, 1987). The likely importance of these costs depends on the group being
served. These costs should be higher for participants who are not receiving social assis-
tance benefits. Often program evaluations report that the earnings impact of training is
offset to some extent by a reduction in social assistance, so that participants’ incomes may
be little changed as a result of the program (see, e.g., Friedlander et al., 1985). This result
implies that the deadweight loss associated with raising taxes to pay for training would be
reduced to some extent because of savings in deadweight losses due to reduced taxes
required to pay participants’ future social assistance benefits.

A second cost usually unaccounted for in program evaluations is the value of partici-
pants’ reduced leisure time (Greenberg, 1997). In principle, such costs depend on the
shape of labor supply curves for different groups of participants. The value of participants’
reduced leisure time may be especially significant for economically disadvantaged
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women. If these women are the primary child care providers in their households, the social
(as well as the private) cost associated with their time away from the home may be
significant.

Finally, a third cost usually unaccounted for, especially in US program evaluations, is
the cost associated with displacement of non-training participants (Hamermesh, 1971,
1993; Johnson, 1979). As discussed in Section 9, a potentially important policy parameter
is the impact of the program on non-participants. If non-participants are displaced from
jobs as a result of providing employment and training opportunities to participants, the
program may have no impact on aggregate output. In the US, where a larger share of
training dollars is spent on CT, the size of the programs compared to the economy is very
small, and real wages have been relatively flexible, these costs are relatively small. In such
instances, the estimated earnings impacts of the program may closely approximate the
impact of the program on aggregate output.

By contrast, many European countries’ active labor market polices include substantial
expenditures on wage subsidies. These policies in the context of less flexible labor markets
suggest that the cost of displacement, substitution and deadweight, as defined in Section 9,
can be substantial. Evidence on this is given for the United Kingdom by Begg et al. (1991)
and Dolton (1993), for the Netherlands by de Koning (1993) and for Sweden by Forslund
and Krueger (1997). See Calmfors (1994) for a general survey.

The benefits from employment and training programs can come from several sources.
By design, the discounted earnings impacts should be an important social benefit of most
successful programs. In principle, other outcomes also could yield substantial social
benefits. These outcomes include the value of output produced by trainees while in train-
ing, and the savings in administrative costs because of participants’ reduced use of social
welfare and of other education and training programs. Further, if improved employment
prospects reduce asocial behaviors, society also may benefit from reduced expenditures on
the criminal justice system, on substance abuse treatment centers, or on child welfare
services. These latter benefits are potentially large for younger, less educated, training
participants who are more inclined to engage in such asocial behavior (Mallar et al., 1982;
Lalonde, 1995; Heckman and Smith, 1998a).

As shown by Table 18, the primary sccial benefit reported in most cost-benefit
analyses of employment and training programs is the discounted earnings gains.
Although this table surveys only a few analyses for economically disadvantaged
women, these results are typical of those reported in other studies. Usually, these earn-
ings benefits are one or two orders of magnitude larger than the other measured benefits
of these programs. Because of the importance of earnings impacts for conventional cost-
benefit analyses, it is important that analysts obtain credible and precise estimates of
their magnitude.

The importance of estimated earnings impacts to cost-benefit analyses of employment
and training programs highlights an important shortcoming of these analyses. As shown by
the last row in Table 18, most program evaluations follow participants only for a couple of
years following their entry into the program. Often the earnings impacts during this period
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are insufficient to justify the programs’ costs. Cost-benefit analyses in this literature
customarily project the earnings impacts obtained during the observation period into the
future, sometimes for as long as participants’ expected working life, and then discount
these projected impacts at rates ranging from 0 to 15% (see, e.g., Kemper et al., 1981, pp.
174-177, Table VIIL.2). In addition, evaluators sometimes allow these projected impacts
to decay through time (see, e.g., the references in Table 18).

As shown by the third row of Table 18, the projected earnings gains can constitute a
significant portion of the total earnings gains associated with the program. In the most
extreme case, more than three-fourths of the earnings impact used in the cost-benefit
analysis of the NSW Demonstration was based on out-of-sample projections. Because
the estimated benefits from the reduced use of other social programs by NSW treatments
also were based on similar projections, the net social benefit of the NSW Demonstration
during the first 27 months is actually negative. This evidence underscores the importance
of funding the collection of data that enable longterm evaluations of employment and
training programs.

For evaluations that look only at post-program earnings impacts, another potential
source of benefits from active labor market policies is the value of the output produced
by participants while they were in the program.” As shown by the first column of Table
18, this benefit constituted a significant fraction of the total benefit from the NSW
program. This result is expected in programs that provide WE compared with those that
provide JSA or CT. When training consists of a subsidized job in the public or non-profit
sector, evaluators assume that the work performed by participants is valuable to society.
Because the NSW program provided relatively longterm WE to a large percentage of
participants, the value of in-program output is large compared to other programs. In
contrast, the WE in the San Diego CWEP program shown in the second column lasted
only a few weeks and was provided to only a small fraction of participants. As a result the
value of in-program output was small.

To demonstrate the sensitivity of conventional cost-benefit analyses to assumptions
about the costs and benefits of employment and training programs, we reexamine the
net social benefits of the WE provided in the NSW Demonstration and of JTPA services
provided in the NJS. Since the “final reports™ for these two studies were published, there
have been two subsequent studies that have followed participants for up to 8 and 5 years,
respectively (Couch, 1992; US General Accounting Office, 1996). Both of these studies
indicate that the positive shortterm earnings impacts originally reported for adult women
in the NSW Demonstration and adults in the NJS persisted, whereas neither program had a
significant short- or longer-term impact on youths’ earnings.

As shown by Table 19, the estimated net social benefit of treatments’ access to WE in
the NSW Demonstration are negative for youths, but are sometimes positive for adult

* When the in-program period is included in the estimation of program impacts, and participants are paid a
market wage, the value of in-program output is implicitly included in the impact estimate because it is reflected in
the participants’ earnings.
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Table 19
Net social returns and internal rates of return: National Supported Work Demonstration (impacts and costs in
1978 US dollars)”

Benefit Welfare AFDC Annual AFDC Women Youth net
duration cost of Women Youth discount net social social
taxation IRR" IRR rate benefit benefit
3 years 0.00 <0 <0 0.00 —2152 —1528
0.05 —2167 —1541
0.10 —2180 —1533
0.50 <0 <0 0.00 —3489 —2406
0.05 —3504 —2419
0.10 —3517 —2430
1.00 <0 <) 0.00 —4826 —3283
0.05 —4841 —3296
0.10 —4854 —3308
8 years 0.00 0.003 <9 0.00 54 —1463
0.05 —428 —1482
0.10 —789 —1499
0.50 <0 <0 0.00 —1283 —2341
0.05 —1765 —2359
0.10 2126 2377
1.00 <0 <0 0.00 —2620 —321%
0.05 —3102 —3237
0.10 —3463 —3254
Indefinite 0.00 0.136 <0 0.00 NA® NA
0.05 4648 —1942
0.10 961 —1658
0.50 0.091 <0 0.00 NA NA
0.05 3341 —2820
0.10 ~376 —2535
1.00 0.068 <0 6.00 NA NA
0.05 1974 —3697

0.10 —1713 —3413

* Sources: Impact estimates are taken from Couch (1992). Cost estimates are taken from Kemper et al. (1984,
Table 8.6). Estimates of the welfare cost of taxagion fall within the range given in Browning (1987).

®IRR, internal rate of return, the rate of return at which the discounted benefits from the program equai (he
current costs. Welfare costs of taxation are in doliars of welfare loss per tax dollar.

“NA indicates that net soctal benefits equal positive or negative infinity due to the absence of discounting.

women. However, the table reveals that these estimates are sensitive to the duration of the
earnings impacts, the discount rate used in the analysis, and whether the analysis takes into
account the deadweight losses associated with the taxes that finance the program.
Although the earnings impacts for adult women are positive during the first 3 years,
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these impacts by themselves are insufficient to generate positive net social benefits from
the program.” The importance of the followup study by Couch (1992) is seen in the
estimates of the net social benefits from the program when the benefits last for 8 years
or indefinitely. In the latter case, estimates based on a variety of plausible assumptions
about the appropriate discount rate and the deadweight loss associated with taxes all imply
that the estimated net social benefit from the program is positive for AFDC women.

A useful metric for comparing the net social benefits of different active labor market
policies to other investments is their internal rate of return (IRR). This measure is the
discount rate for which the discounted stream of benefits from the program equals its costs.
The IRR allows a comparison between alternative investment projects using a common
metric. As shown by the middle columns of Table 19, if we assume that the deadweight
loss associated with taxes used to finance the program are 50% or more, the IRR for WE
targeted toward adult women is negative for benefit durations of 8§ years or less. If the
earnings impacts persist indefinitely, the IRR is 9.1%. Thus, for adult women in the NSW,
the overall net benefit calculations still depend on projections of earnings gains outside the
available data.

Comparing Tables 20 and 21, the cost-benefit analyses indicate that JTPA services
generated a substantial net social benefit when targeted toward adults, but none when
targeted toward youths. As with the NSW Demonstration, these estimated net social
benefits are sensitive to the assumptions underlying the analysis. In the absence of a
longterm followup study, we would be less confident about whether JTPA constituted a
worthwhile social investment. However, as a result of the followup study, we are more
confident that after 5 years the net social benefit per treatment group member ranges
from 600 to 2000 and that the IRR are very large. Further, if these gains were to persist
indefinitely, it would appear that the JTPA services provided adults in the NJS consti-
tuted an extraordinarily successful public investment. By contrast, as shown by Table
21, estimates based on short- and medium-term earnings impacts indicate that JTPA
services targeted toward youths constituted a poor social investment. As shown by the
last rows of the table, projections of these impacts into the future produce the only
positive net social returns for this group. However this result is very tenuous because
these projections are based on point estimates for the fifth (followup) year that are not
statistically significant.

10.2. The impact of government programs on labor market outcomes

Credible cost-benefit analyses of employment and training programs depend on credible
estimates of the costs and benefits of these programs. Because labor market outcomes
appear to constitute such an important source of the social benefits from these programs

¥ As we discussed in Section 5, the impact estimates for the NSW Demonstration differ depending on whether
the survey earnings data or the administrative earnings data are used, with the estimates based on the survey
measures showing a larger positive impact. Because the only longterm followup impact estimates are based on the
administrative data (Couch, 1992), we use them in constructing the estimates in Table 19.
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Table 20
Net social returns and internal rates of return: National JTPA Study — Adults (imapacts and costs in nominal US
dollars)”

Benefit Wellare Adult Adult Annual Adult women Adult men
duration cost of women men discount net social net social
taxation IRR® IRR rate benefit benefit
3 years 0.00 1.390 >72 .00 863 1097
0.05 778 1017
0.10 702 G438
0.50 0.416 1.787 0.00 485 844
0.05 400 765
0.10 324 696
1.00 0.064 0.689 0.00 107 592
0.05 22 513
0.10 —54 443
5 years 0.00 1.610 =>2 0.00 1822 1979
0.05 1589 1766
0.10 1395 1589
0.50 0.693 =72 0.00 1443 1726
0.05 1211 1514
0.10 1017 1336
1.00 0.362 0.960 0.00 1065 1474
0.05 833 1261
0.10 638 1084
Indefinite 0.00 1.620 =2 0.00 NA® NA
0.05 7889 6859
0.10 3891 3607
0.50 0.738 =2 0.00 NA NA
0.05 7510 6647
0.10 3513 3354
1.00 0.455 0.985 0.00 NA NA
0.05 7132 6354
0.10 3134 3102

“ Impact estimates are taken from US General Accounting Office (1996). Cost estimates are taken from Orr et
al. {1994). Estimates of the welfare cost of taxation fall within the range given in Browning (1987).

" IRR, internal rate of return, the rate of return at which the discounted benefits from the program equal the
current costs. Welfare costs of taxation are in dollars of welfare loss per tax dollar.

“ NA indicates that net social benefits equal positive or negative infinity due to the absence of discounting.

and because these outcomes are relatively easily measured, they are the focus of much of
the evaluation literature. There is much less emphasis in the literature on the impact of
these programs on non-labor market outcomes.

There have been many surveys of the impact of US programs on labor market outcomes,
especially on participants’ employment rates and earnings (see, e.g., Perry et al., 1975;
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Table 21
Net social returns and internal rates of return: National JTPA Study — Youth (impacis and costs in nominal US
dollars)®

Benefit Welfare Female Male Annual Female youth Male youth
duration cost of youth youth discount net social ret social
taxation IRR" IRR rate benefit benefit
3 years 0.00 <0 < 0.00 —982 —2196
0.05 —979 —2145
0.10 —976 —2101
0.50 <0 <0 0.00 —1413 —2849
0.05 —1410 —2798
0.10 —1407 —2754
1.00 <0 <0 0.00 —1844 —3502
.05 —1841 —3451
0.10 —1838 —3407
5 years 0.00 <0 <0 0.00 —434 —1158
0.05 =515 —1281
(.10 --580 —2027
0.50 <Q <0 0.00 —865 —1811
0.05 —946 —1934
0.10 —1011 —2027
1.00 <0 <0 0.00 —1296 —2464
0.05 —1377 —2587
0.10 —1442 —2680
Indefinite 0.00 0.163 0.163 0.00 NA® NA
0.05 2995 10880
0.10 811 3444
0.50 0.122 0.122 0.00 NA NA
0.05 2564 10227
0.10 380 2791
1.00 0.098 0.098 0.00 NA NA
0.05 2133 9573
0.10 =51 2138

* Impact estimates are taken from US General Accounting Office (1996). Cost estimates are taken from Orr et
al. (1994). Estimates of the welfare cost of taxation falt within the range given in Browning (1987).

"IRR, internal rate of return, the rate of return at which the discounted benetits from the program equal the
current costs. Wetfare costs of taxation are in dollars of welfare loss per tax dollar.

“ NA indicates that net social benefits equal positive or negative infinity due to the absence of discounting.

Grossman et al., 1985; Bassi and Ashenfelter, 1986; Bamow, 1987; Gueron, 1990;
LaLonde, 1995; Friedlander et al., 1997). By contrast, there arec few surveys of the impacts
of these programs operated outside the US (see, e.g., Bradley, 1994; Fay, 1996). Conse-
quently, to address this imbalance we devote a substantial portion of this section to
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summarizing what has been learned from evaluations of European programs, and how
these studies compare to US evaluations.

Before surveying the results from these evaluations it is helpful to consider what kind of
impact on earnings we should expect from public sector employment and training
programs. If we believe that the objective of these programs is to augment human capital,
the literature on education and earnings provides a useful starting point. This literature
indicates that an additional year of schooling is associated with approximately a 10%
increase in the typical worker’s earnings (Ashenfelter and Rouse, 1995). In many coun-
tries, the return to schooling is smaller, as it also has been in the past in the United States.
The cost of a year of education includes direct instructional expenditures, any forgone
earnings, and other inputs from the family and the community. Formal schooling is usually
more intensive and costly than public sector employment and training programs. As a
result, it would be surprising if such programs, which usually last far less than a year,
consistently led to larger increases in earnings than an additional year of schooling. By
analogy, the relatively few programs that are more intensive and costly than a year of
schooling should generate larger earnings gains (Heckman et al., 1993; LalL.onde, 1995).
Accordingly, a training program costing several hundred dollars or even a few thousand
dollars per participant would likely lead to annual earnings gains of at most several
hundred dollars. Earnings gains much larger than this would suggest that these programs
generate large social returns compared to formal schooling and to other investments in
general. In this vein, the results in Table 20 showing very high estimated internal rates of
return from JTPA are unexpectedly large.

The evidence both from North American and European studies indicates that govern-
ment employment and training programs have at best a modest positive impact on adult
earnings. Further, when longer term followup data are available, these gains do not always
persist. The evidence suggests that the gains, when they occur, are more likely the result of
an increased probability of employment than of increased wages. Indeed, the case for these
programs increasing participants’ subsequent hourly wages remains weak. The finding
that earnings gains are in large measure the result of increased employment rates raises the
question of how active labor market polices affect non-participants through displacement.
In the US especially, this issue has received relatively little empirical attention (but, see
Davidson and Woodbury, 1993, 1995).

Among youths, the evidence is mixed between the two continents. In the US, studies
consistently report that these programs have no impact (or sometimes even a negative
impact) on youths® earnings. By contrast, in Europe, studies of less economically disad-
vantaged youths find that these programs sometimes substantially raise employment rates,
because they raise transition rates out of unemployment. At the same time, however, other
studies (sometimes of participants in the same program) report no effect on employment.
Such results suggest either that there is substantial heterogeneity in impacts among cohorts
or that these impacts possess the same sensitivity to econometric specification that we
documented for the US CETA studies. In any case, as with adults there is little evidence
that these programs raise wages.
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Part of the reason that there is little evidence on the relation between government
training programs and wages has to do with the quality of data available for program
evaluations. Hourly wage data are unavailable in many program evaluations, especially
those conducted in the United States. Further, when these measures are available, the
sample sizes often are too small to estimate wage impacts with precision. From a
human capital perspective, the wage gains associated with these programs should be
small. The experiences with the NSW Demonstration and NJS illustrate this problem.
In the former program the wages of adult women in the treatment group were approxi-
mately 8% higher than those in the control group; in the later program wages of adults in
the treatment group were 2-3%% higher than those in the control group (Masters and
Maynard, 1981; Orr et al., 1994). Neither of these impacts were statistically significant at
conventional levels. However, given the costs of these programs, these point estimates are
not surprising. Indeed, they compare favorably to estimates of the wage impacts associated
with a year of community college schooling in the US (Kane and Rouse, 1993).

At the same time, this characterization of the empirical results from the program
evaluation literature masks substantial heterogeneity in the estimated impacts which
vary widely among programs, among field offices and among different demographic
and skill groups. In many instances, the evidence suggests that training either had no
effect or may have lowered earnings, while in other cases the impacts are so large that
programs such as JTPA appear to generate substantial internal (and private) rates of
return. Indeed, for economically disadvantaged adult women residing in the US, a case
can be made that these programs consistently have been a productive social investment,
whose returns are larger than those from formal schooling. For other groups this conclu-
sion clearly does not hold. In particular, there appears to be a weak tendency in the
literature suggesting that the earnings impacts and the net social returns from many
active labor market policies, particularly those that provide training, are smaller for
the least skilled participants.

10.3. The findings from US social experiments

As explained in Section 5, an unusual characteristic of the empirical literature on active
labor market policies is that it includes a relatively large number of both experimental
and non-experimental studies. However, because treatment non-participation and control
group substitution are often substantial, the parameter measured in experimental studies
is the effect of the “intention to treat” and not the impact of “treatment on the treated”
(Heckman et al., 1998f). Dropping out similarly afflicts non-experimental studies, and
contamination bias is the counterpart to control group substitution. Accordingly,
although the estimates reported in the experimental literature are usually thought to
be different from those in the non-experimental literature, it is easy to exaggerate the
differences. Nonetheless, because the estimates reported in both literatures do not adjust
for these biases, and because the incidence of the various biases may differ between
experimental and non-experimental studies, it is likely that different parameters are
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estimated in these diverse literatures. For these reasons, we survey the two literatures
separately.

Provided the assumptions discussed in Section 5 hold, social experiments yield easily
computed and widely understood estimates of the “the intention to treat” on the treat-
ments’ outcomes. As shown by Table 22, collectively, the US experimental evaluations
provide some compelling evidence that the opportunity to receive these services some-
times can improve participants’ employment prospects and that the resources spent on
these services can pass a standard cost-benefit test. The most consistent evidence in this
regard is found for adult women.”® As shown by Table 22, the earnings gains received by
adult women assigned to the treatment group are (i) usually modest in size ranging from a
few hundred dollars to more than one thousand dollars, annually, (i1} often persist at least
for several years without signs of decay, (iii) arise from a variety of intended treatments,
and (iv) sometimes appear to be remarkably cost effective, at least before the deadweight
costs of taxation, displacement and substitution effects are taken into account. Further,
although the opportunity to receive job search assistance appears to be the most cost-
effective service in the sense that it has the highest IRR, more expensive WE and training
programs result in larger absolute earnings gains.

Because of substantial treatment non-participation and conirol group substitution, the
mmpact of these services on those who actually received them is generally larger than
indicated by the experimental estimates reported in Table 22. The exceptions are the NSW
and AFDC Homemaker-Health Care demonstrations. As explained in Section 5, the NSW
provided relatively longterm WE. The AFDC Homemaker Demonstrations trained
economically disadvantaged women to provide in-home care to the disabled and the
elderly (Bell and Reesman, 1987). Participation rates in these relatively expensive treat-
ments were high and similar services were generally unavailable to the controls (Masters
and Maynard, 1981, p. 148; Bell and Reesman, 1987, p. 14). Therefore, in these two
studies the experimental impacts can reasonably be interpreted as approximating the
impact of the “treatment on treated.”

As suggested by the number of studies surveyed in Table 22, there have been fewer
experimental evaluations of the impacts of employment and training programs for adult
men and especially for youths. As a result, the evidence based on social experiments is
more fragmented. Nevertheless, the evidence suggests that programs that offer training can
raise the earnings of economically disadvantaged adult males, but programs that focus on

% In keeping with the emphasis of US policy on reducing reliance on social assistance, most social experiments
have tested the impact of employment and training services on individuals who were applying for or receiving
social assistance or welfare (AFDC). The number of these experiments proliferated during the 1980s after the
federal government authorized states to operate as demonstration projects community work experience programs
(CWEP) for their welfare population. In several states, officials implemented an experimental design in a few
welfare offices by mandating that only a random sample of the eligible population participate in JSA, CWEP, or
othet employment related activities (Goldman et al., 1986). Because the vast majority of social assistance
recipients are single female household heads, this has meant that most of the experimental evidence relates to
economically disadvantaged adult women. These experimental results were influential in shaping US weifarc
policy during the late 1980s (Greenberg and Wiseman, 1992).
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JSA or WE appear to be ineffective or sometimes worse. Earnings impacts of the San
Diego CWEP program, the Baltimore Options program, and the NSW Demonstration
were small or negative for disadvantaged adult men. By contrast, the impacts reported
in programs that offered training opportunities, San Diego-SWIM program, GAIN, and the
NIJS, were larger and statistically significant. In particular, the NJS found that economic-
ally disadvantaged adult men experienced earnings gains similar to those achieved by
adult women (Orr et al., 1994, p. 82).

The evidence from experimental evaluations for youths is not encouraging. As shown
by the last panel of Table 22, the results suggest that the array of services currently offered
do little to raise youth employment and earnings. For example, the prolonged WE
provided to disadvantaged high school dropouts in the NSW Demonstration had no effect
on their earnings during the 8 years after the treatment was offered (Couch, 1992). Simi-
larly, the JOBSTART demonstration, which provided disadvantaged youths with services
similar to those offered by the comprehensive Job Corps program, but without the resi-
dential living centers, did not generate significantly higher earnings for the treatments
during the 4-year followup period (Cave et al., 1993). Finally, the NIJS finds no evidence
that youth served by JTPA benefit from its relatively low cost training services. In fact the
shortterm point estimates for the males were actually negative.

Another finding highlighted in Table 22 is the correspondence between earnings
impacts and employment impacts. In most cases large earnings impacts are accompanied
by significant impacts on employment rates. Moreover, in most of these studies analysts
measure employment rates at the quarterly level and information on hours of work are
unavailable. When such measures are available, hours impacts also can be a significant
source of earnings gains (see, e.g., the NSW Demonstration, Hollister et al., 1984). Indeed,
there are only two cases in the table for which the long-run earnings impacts are signifi-
cant, but not the impact on employment rates. This evidence underscores the concern that
because access to government employment and training programs raises earnings through
higher employment rates, displacement of non-participants may mitigate the net social
benefits reported for these treatments in conventional cost-benefit analyses.

The experimental impacts reported in Table 23 indicate that the impact of the oppor-
tunity to participate in particular employment and training services varies substantially
among demographic groups. The WE services provided in the NSW demonstration were
effective for adult women, but not youths; the WE provided in the San Diego CWEP
demonstration was more effective for female welfare applicants than for their male coun-
terparts. The JSA and training experiences provided in the San Diego SWIM demonstra-
tion also had a larger impact on women than on men.”’ Finally, the NJS reported striking
differences between the impact of JTPA services on adults and youths. These results raise
the issue of the importance of impact heterogeneity in this literature.

%7 These differences in experimental impacts are not the result of differing participation rates in the programs
by women and men. In the San Diego SWIM Demonstration participation rates in programs services among
female (i.e., AFDC-FG) and male (AFDC-U) treatments were neatly the same. Male controls were less likely than
female controls to obtain the same services elsewhere (see Freidlander and Hamilton (1993, p. 22, Table 3.1).
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Just as this impact heterogeneity is found among different demographic groups, it also is
often found among different sites in the same study. When experimental impact estimates
for the same program are available for different sites, it is common to find that the impacts
vary among sites. For example, as shown by Table 23, the results from the GAIN program
and Minority Female Single Parent Demonstration (MFSP) reveal substantial variation in
impacts among sites. Similar variation in experimental impacts also is reported among the
10 sites in the NSW Demonstration and the 16 sites in the NJS (see Maynard, 1980, p. 83;
Masters and Maynard, 1981, p. 85; Heckman and Smith, 1998b). At the very least, this
evidence of heterogeneity in impacts among sites raises the question of the external
validity of these evaluations, i.e., whether their resuits can be extended to other settings.
For policy purposes it is important to know whether the differences in site impacts arise
from differences in the skills of program operators and trainers, program organization, or
the characteristics of those who are served.

The experimental evidence can shed some light on how heterogenous the impacts are
among those served by these programs. An important question in this regard is whether
government training programs generate different returns for participants depending on
their observed and (to the econometrican) unobserved skills. If returns are smaller for
the least skilled, then policy makers would be faced with the difficult question of whether
to reallocate expenditures toward less “needy” participants. In 1981, US policy makers in
fact made the opposite decision when they directed that employment and training expen-
ditures be targeted to a more economically disadvantaged population (Barnow, 1987). An
important policy question is whether this decision improved or worsened the returns from
these social programs.

Neither the experimental nor the non-experimental evidence provides a clear answer to
the question of whether the impacts of these programs vary with participants’ skills. But
the experimental evidence does suggest that the least able participants among the low-
skilled populations served by these programs benefit the least from them, especially when
the programs provide CT and OJT opportunities. To illustrate these points, Table 23
presents the experimental impacts by the prior skills of participants for several social
experiments. The measures of skill differ among studies, but as indicated by the controls’
earnings during the followup period, these differing measures of skill correctly identify
individuals likely to perform poorly in the labor market. In the GAIN and NJS studies
more skilled persons benefited more from access to the program’s services than did less
skilled persons. However, as the table demonstrates, in some programs, such as the NSW
and the San Diego CWEP Demonstrations, the least skilled experienced larger gains.
Significantly, these programs provided treatments with WE. As explained in Section 2,
the purpose of this service is to provide a job experience to individuals with poor employ-
ment histories so that they can develop acceptable “work habits.” By design, therefore, it
might be expected that this service would provide greater benefit to less skilled partici-
pants than to more skilled participants who already possess such skills.
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Table 23
Experimental impacts of employment and training programs on earnings by prior skills of participants (impacts in
nominal US dollars)?

Evaluation/total followup Controls’ Impact on Percentage
period in years/skill measure earnings earnings® impact

A. Economically disadvantaged female household heads

NSW/2.25 years
9-11 years of school 324° 181+ 52
HS Graduate 633° 72 11

San Diego CWEP/1.5 years

Not employed during prior 1474 1066* 72
year
Employed during prior year 4640 347 7

San Diego SWIM/5 years
HS Drop-out 8783 1654 19
HS Graduate 18135 2405* 13

Florida Project Independence/2

years

Never employed during prior 2117 318 15
36 months

HS Drop-out and worked 12/ 2904 209 7
36 months

HS Graduate and worked 12/ 6338 314 5
36 months

California GAIN/3 years
a. Alameda Co. (Qakland):

Assessed to need basic 3826 610 16
education

Does not require basic 8142 2947% 36
education

b. Los Angeles:

Assessed to need basic 3809 107 3
education

Does not require basic 8142 1147% 14
education

¢. Riverside:

Assessed to need basic 4408 2595% 59
education

Does not require basic 9206 3950%* 43

education
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Evaluation/total followup Controls’ Impact on Percentage
period in years/skill measure earnings carnings” impact
d. San Diego:
Assessed to need basic 5837 572 10
education
Does not require basic 11026 3040% 28
education
Minority Female Single Parent
Demonstrations/1 year
a. Atlanta, Georgta - AUL:
HS Drop-out 3967 576 15
HS Graduate 5948 —280 -5
b. San Jose, California - CET:
HS Drop-out 4656 1068* 23
HS Graduate 5364 1368* 26
¢. Providence, Rhode Island - OIC:
HS Drop-out 3272 408 13
HS Graduate 4608 72 2
National JTPA Study/2.5 years
HS Drop-out 9379 878 9
HS Graduate 13484 1152% 8
Received welfare for >2 8056 2255% 28
years
Never received welfare 14513 563 4
Never worked 0887 788 11
Earned <(4 in last job 10979 943 9
Earned >4 in last job 14528 1626* 11
B. Economically disadvantaged male household heads
NSW-Ex-addicts/3 years
9-11 years of school 442° 142 32
HS Graduate 458°¢ 320+ 70
NSW-Ex-otfenders/3 years
9-11 years of school 596° 95 16
HS Graduate 622° 126 20
San Diego CWEP - JSA only/1.5
years
Received welfare for >2 6911 1187 17

years
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Table 23 (continued)
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Evaluation/total followup Controls’ Impact on Percentage
period in years/skill measure earnings eamnings’ impact
Never received welfare 7487 —-364 -5
San Diego CWEP - JSA/WE/1.5
years
Received welfare for >2 5724 1398 24
years
Never received welfare 73852 —280 —4
San Diego SWIM/5 years
HS Drop-out 19329 -6 - 4
HS Graduate 24645 3041 12
California GAIN/3 years
a. Riverside:
Assessed to need basic 0398 555 6
education
Does not require basic 11274 3461* 31
education
b. San Diego:
Assessed to need basic 5837 —-515 -5
education
Does not require basic 11026 1453 10
education
National FTPA Study/2.5 years
HS Drop-cut 14520 1353 9
HS Graduate 20018 918 4
Never worked 14368 —2104 —15
Earned <4 in last job 14268 245 2
Earned >4 in last job 19353 1647%* 9
C. Economically disadvantaged male youths
JOBSTART/4 years
Not employed during prior 20164 —1893 -9
year
Employed during prior year 24729 707 3
Arrested since age 16 20344 1553* 8
Not Arrested since age 16 23183 =921 —4
National JTPA Study/2.5 years
(non-arrestees)
HS Drop-out 14394 — 1064 9
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Table 23 (continued)

Evaluation/total followup Controls’ Impact on Percentage
period in years/skill measure earnings earnings® impact
HS Graduate 19605 —484 4
Never worked 11052 587 5
Earned <4 in last job 16143 —~1198 -7
Earned >4 in last job 19056 ~1727 -9

* Sources: NSW: Masters and Maynard (1981, pp. 89-90); Hollister et al. (1984, pp. 154, 183); San Diego
CWEP: Goldman et al. (1986, pp. 92, 126); San Diego SWIM: Friedlander and Hamilton (1993, pp. xxix and
xxxi}); Florida Project Independence: Kemple et al. (1995, p. 136); California GAIN: Riccio et al. (1994, pp. 137-
138, 217-218); Minority Female Single Parent Demonstration: Rangarajan et al. (1992, Volume IV, pp. 37-41);
National JTPA Study: Orr et al. (1994, pp. 135-137, 154); JOBSTART: Cave et al. (1993, pp. 156-163). HS, high
school. An asterisk indicates that the impact is significant at the 10% level.

b Earnings impacts are the difference between treatments’ and controls’ nominal earnings during the entire
followup period given in years next to the name of the program.

¢ Subgroup impacts in the NSW studies in Masters and Maynard (1981) and Hollister et al. (1984) are reported
in terms of monthly hours. The figures in the table refer to the period during the last 9 months followed in the
study multiplied by 9.

10.4. The findings from non-experimental evaluations of US programs

The experimental evaluations provide evidence that the opportunity to participate in
employment and training programs (i) can improve the employment prospects of low
skilled persons, and (ii) has markedly varying impacts on different demographic and
skill groups. Non-experimental evaluations more often estimate the treatment on the
treated parameter although partial participation and dropping out are an important part
of ongoing programs as well (Heckman et al., 1998f). Patterns have emerged from these
studies that are consistent with and reinforce the findings from the experimental literature.

These patterns exist despite the controversy about the sensitivity in non-experimental
estimates and its implications for policy analysis, suggesting that the problems raised by
the proponents of the experimental method may be exaggerated. As discussed earlier, the
most striking result of non-experimental evaluations of US employment and training
programs is the variability in the estimated impacts of training. Not only do the effects
vary among different cohorts, but even when program evaluators assess the same cohort,
they often arrive at substantially different estimates of the training effect. This sensitivity is
one of the most important lessons from this literature and, as we discuss below, it is a
lesson that emerges to some extent from the European experience as well. A dramatic
illustration of this assertion is the evaluation of the US CETA program. As shown by Table
24, the impact estimates from six evaluations of the 1976 CETA cohort range from
—$1553 to $1638 for male participants and from $24 to $2669 for female participants.
Not surprisingly, one group of evaluators involved in these studies concluded that
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Table 24
The impact of US Federal Government employment and trajining programs on participants’ earnings (increase in
post-program annual earnings in 1997 US doliars)*

Study Training cohort” Men® (whites/minorities) Women (whites/minorities)
A. Non-experimental estimates for economically disadvantaged adult participants
Ashenfelter (1978) 1964 MDTA 910/631 2111/1868
Kiefer (1979) 1969 MDTA —2026/—2244 1905/2621
Gay and Borus (1980) 1969-1972 MDTA 152/161 1373/377
Cooley et al. (1979) 1969-1971 MDTA 1395 2038
Westat (1984) 1976 CETA —12/-255 983/801
Bassi (1983) 1976 CETA 61/-1055 1286/2669
Dickinson et al. (1986) 1976 CETA —1553 24
Geraci (1984) 1976 CETA 0 2026
Bloom/McLaughlin (1982} 1976 CETA 364 1344
Ashenfelter/Card (1985) 1976 CETA 1638 2220
Dickinson et al. (1986) 1/76-6/76 CETA —1031 546
Westat (1984) 1977 CETA 1128/1480 1201/1711
Bassi et al. (1984) Welfare

1977 CETA 1419/--231 2014/1529
Bassi et al. (1984) Non-welfare

1977 CETA 170/546 1650/1783
B. Non-experimental estimates for displaced workers
Bloom (1990)° 19841985 JTPA, Texas 973 1659
Decker and Corson (1995) 2/88 - 7/88 TAA — 1000 NA

2/89 - 7/89 TAA 1713 NA
C. Non-experimental estimates for economically disadvantaged youth participants
Cooley et al. (1979} 1969-1971 MDTA 1492 728
Gay and Borus (1980) 1969-1972 Job Corps —261/180 ~1555/—394
Mallar et al. (1982) 1977 Job Corps 2354/2621 NA
Dickinson et al. (1986) 1976 CETA —1347 449
Bryant and Rupp (1987) 1976 CETA-WE 73(combined)
Bryant and Rupp (1987) 1976 CETA-WE 1274(combined)
Bassi et al. (1984) 1977 CETA —1225/~-1614 97/315

“ Sources: Lallonde (1993, p. 157, Table 1); Barnow (1987, pp. 182-185); Ashenfelter (1978, Tables 4 and 6);
Bloom (1990, p. 141, Table 7.6); Kiefer {1979, Table 6.1); Cooley et al. (1979, Table 2); Bassi (1983, Tables 4.3,
4.7, 4.8, and 4.9); Ashenfelter and Card (1985, pp. 658-659); Mallar (1978, Table 1).

" MDTA refers to programs funded under the Manpower Development and Training Act, 1962; CETA refers to
programs funded under the Comprehensive Employment and Training Act, 1973; JTPA refers to programs
funded under the Job Training Partnership Act, 1982; TAA refers to programs funded as part of the Trade
Adjustment Assistance Program.

“ The sets of estimates for each sex refer to the training effect for whites and minorities, respectively.

I The Bloom (1990) study was an experimental evaluation. The estimates in the table adjust for non-participa-
tion of treatment group members as described in Bloom (1984).
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[al]though these evaluations have all been based on the same datasets, they have
produced an extremely wide range of estimated program impacts. In fact, depending
on the particular study chosen, one could conclude that CETA programs were quite
effective in improving the post-program earnings of participants or, alternatively,
that CETA programs reduced the post-program earnings of participants relative to
comparable non-participants (Dickinson et al., 1987, pp. 452-453).

Further, different studies of the impact of specific CETA employment and training
services exhibit the same variability as the overall program estimates presented in
Table 24 (see, e.g., Barnow, 1987, pp. 182-183, Table 3). Five of the six studies summar-
ized in that table also examine the impacts of classroom instruction, on-the-job training,
work experience, and public service employment on the earnings of 1976 CETA partici-
pants. For example, the estimated effects of OJT for white women in this cohort range
from —$295 to $2310 per year. The range of cstimates for WE is even larger. Negative
training effects are common, but so are large positive impacts.

As discussed in detail in Section 8.4, an important factor contributing to the variability
in these non-experimental estimates are differences among analysts’ methods of matching.
We noted that decisions to match on pre-program earnings at different times substantially
affect the estimates. As noted in our discussion on the fallacy of alignment, the problem
that arises in these studies is that substantial bias may result when evaluators create
comparison groups by matching on serially correlated pre-program outcomes. Matching
on such variables alters the properties of the unobservables in the comparison sample in
ways that do not guarantee that it will mimic the unobservables of trainees during the post-
training period. The bias induced by this practice in the CETA studies can account for their
sharply different estimates. Nevertheless, when the estimates from studies most suscep-
tible to this practice are eliminated, the qualitative evidence from the CETA studies 1s
consistent with the experimental evidence from the NJS.

A practical implication of the sensitivity of impact estimates to alternative econometric
methods, both experimental and non-experimental, is that cost-benefit analyses of active
labor market policies are very fragile. To see the implications of this sensitivity for cost-
benefit analyses, consider the following example. Suppose two evaluations of the same
program each report that the impacts persist for exactly 8 years. However, the annual
impact reported by the first study is $300 per year, while the impact reported by the second
study is $700. Assume training costs $2000 per participant. As shown by Table 24, the
range of these impacts is consistent with those in the literature. As discussed in Section 2,
these costs are typical of government programs. The first evaluation implies that the
internal rate of return of the program is 5%, while the second evaluation implies that it
is 30%. Readers persuaded by the analysis in the first evaluation would conclude that the
program constituted a marginal social investment, whereas those persuaded by the second
evaluation would conclude that the program was very productive. This example under-
scores the importance for policy making of the underlying econometric methodology used
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in program evaluations. Modest differences in estimated impacts can have dramatic effects
on calculations of the net social benefit of government programs.

Despite the well-documented sensitivity of non-experimental estimates, certain patterns
emerge from the non-experimental literature. Government employment and training
programs raise the earnings of economically disadvantaged adult women. As shown by
Table 24, the estimated impacts are all positive, and many are large relative to the incomes
of this population. Further, these impacts are often substantial compared to the costs of
these programs which we described in Section 2. Significantly, these results are consistent
with the findings in the experimental literature for adult women. In other words, the
experimental evaluations, which mostly came after the non-experimental evaluations in
time, have led to the same qualitative policy conclusions.

Turning to the impacts for adult males, we observe that they are often smaller and less
consistently positive than the impacts for adult women. Accordingly, these estimates
suggest that the internal rates of return from these programs are likely lower for males.
To illustrate this point consider Ashenfelter’s (1978) study of the 1964 MDTA cohort. He
reported that CT raised minority males’ earnings by $631 and minority females’ earnings by
$1868. The training cost $8600 (Ashenfelter, 1978, p. 56). If these estimated impacts
persisted for the remainder of trainees’ working lives, the IRR to training would only be
6% for men, but 22% for women. Because these direct costs include a stipend paid to the
trainees, these calculations understate the true IRR. However, they do suggest that these
programs constitute a very productive social investment when targeted toward adult
women.

As indicated by our discussion of cost-benefit analyses of government programs, these
calculations are only suggestive. Many additional considerations besides the earnings
impacts affect the IRR of these programs and whether the net benefits are larger when
servicing one demographic group compared to another. An important consideration in this
regard is the length of the followup period used in the analysis. Ashenfelter’s study is
relatively unusual in that it followed participants for 5 years after they left the program. By
contrast in the CETA studies the followup period usually was less than 2 years. Accord-
ingly, estimates of the TRR from these programs depend crucially on how far into the
future analysts project positive shortterm impacts. A second consideration in these IRR
calculations is that the foregone earnings cost of participating in training is ignored. These
costs are usually larger for adults males. As a result, the gap between the IRR for US
programs targeted toward males and females is probably larger than is suggested by the
foregoing calculations.

Another factor that may distort simple IRR calculations based on earnings impacts and
measures of the average direct cost of training arises because program administrators tend
to assign males and females to different services. In the US, males are much more likely to
be assigned to receive OJT, which is a less costly service, whereas female participants are
more likely to be assigned to receive CT (National Commission for Employment Policy,
1987; Sandell and Rupp, 1988). This practice explains why in Table 20 the internal rates of
return estimated for the male participants in the NJS were larger than for females, even
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though the earnings impacts shown in Table 22 for the two groups were similar. The males
in the NJS were more often assigned to the OJT treatment stream, so the direct costs of
servicing them were lower. In the absence of separate measures of the direct costs of these
services for males and females, calculations of the IRR of these programs understate the
gains from servicing males.

Turning to the non-experimental evaluations of programs for youths, we find that their
evidence is also consistent with the results in the experimental literature. The estimated
impacts usually are close to zero or even negative. Only one evaluation, that of the US Job
Corps program by Mallar et al. (1982), reported substantial positive impacts for youths.
However, the earnings impacts during the 4-year followup period are far from sufficient to
cover the cost of the program. The modest internal rates of return that have been estimaied
for this program result from the extrapolation of earnings impacts into the future and from
reductions in criminal activity (LalLonde, 1995, p. 164, Table 3). Significantly, these
impacts on crime are based on fragile estimates of lower arrest rates for murder (Donohue
and Siegelman, 1998). In addition, the comparison group used in this study consisted of
non-participants similar to the participants in terms of observable characteristics but drawn
from different local labor markets. As explained in Section 8.2, there is now substantial
evidence that this approach yields biased estimates of the impact of training. As a result we
believe that neither the experimental or non-experimental literatures provide much
evidence that employment and training programs improve US youths’ labor market
prospects.

Over the years both experimental and non-experimental evaluations of government
training programs have focused largely on the economically disadvantaged rather than
on displaced workers. This focus is in keeping with the emphasis of US employment and
training policy on reducing the reliance of low-income persons on various forms of social
assistance. Although some of the adult participants in the MDTA and CETA programs
would be classified as displaced under the current policy, there have been no separate
evaluations of training for displaced workers under these programs that are comparable to
those surveyed in Table 24.

As aresult, much less is known about the impact of employment and training programs
on the earnings of displaced workers. Much of our understanding of how training affects
this more advantaged group comes from several demonstrations conducted during the
1980s (Leigh, 1990) as well as from an evaluation of a special program for persons
determined to have been displaced by competition from foreign producers (Corson et
al., 1993) (see Table 24). Like the MDTA and CETA evaluations, the non-experimental
evaluations of these demonstrations find considerable variability in the impact of these
training services on different cohorts of displaced workers. But two substantive findings
seem clear, First, as is the case for economically disadvantage adults, JSA also is a cost-
effective service for displaced workers (Bloom, 1990; Corson et al., 1993). Participants
receiving this service have higher earnings because they find jobs sooner than similarly
skilled non-participants. Second, participants who have the opportunity to receive CT or
OJT derive only modest or no additional benefit from these services.
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Given the different objectives of government programs, it also is important to under-
stand how training affects the separate components of earnings, such as employment rates,
part-time/full-time status, and hourly wages. A shortcoming of US non-experimental
evaluations 1s that the outcome studied has almost always been annual or quarterly earn-
ings. The CETA and MDTA studies surveyed in Table 24 use annual administrative
carnings. These data contain no measures of hours or wages. Further, the employment
measure is relatively crude; it reports whether an individual worked in a “covered” job for
pay during the year (Card and Sullivan, 1988). Finally, information on the duration of
employment or unemployment spells is unavailable. Consequently, by contrast to evalua-
tions of European programs, little is known from non-experimental evaluations of ongoing
programs about their impact on employment rates, transition rates out of unemployment or
wages. This lack of information makes it difficult to determine whether training raises
worker productivity or leads to more stable employment. Much of our knowledge on how
US programs affect such outcomes comes from non-experimental evaluations using data
from social experiments (see, e.g., Ham and Lal.onde, 1996; Eberwein et al., 1997).

10.5. The findings from European evaluations

The European training evaluations are distinct from the US evaluations in several ways.
First, they began later in time and only recently has the number become significant. By
contrast, the output of such evaluations done by US academics slowed starting in the mid-
1980s, although many evaluations continue to be performed by social science consulting
firms. This difference in timing results partly from the timing of expanded expenditures on
these programs.

Second, European evaluations, particularly those performed outside of the Nordic
countries, usually do not use the longitudinal methods commonly used in academic
evaluations in the US. Instead, the underlying models are cross-sectional in nature, and
control for biases resulting from individual self-selection using parametric methods
discussed in Section 7.4. When these evaluations report separate estimates of the impact
of training, including and excluding controls for self-selection into training, the estimates
controlling for selection usually yield similar or larger estimated impacts than those
produced without such controls. As shown by Table 25, this result is seen in evaluations
in Austria, Ireland, Norway, Sweden, and the UK. Several authors have noted this finding
and have concluded that cross-sectional estimators that fail to account for self-selection
into training likely understate the impact of European training programs.

The studies in Sweden and Denmark are generally distinct from other European studies
because of their use of longitudinal data and corresponding econometric methods. A factor
accounting for this difference is the availability of high quality earnings data from the
national “registers.” This source of administrative data can yield very large datasets with
relatively long panels. For example, the sample used by Westergard-Nielsen (1993)
contained more than 30,000 observations covering an 8-year period. This large sample
was undoubtedly important in his being able to precisely estimate wage impacts on the
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order of 1%. The evaluations based on Swedish data usually use a smaller number of
observations because they study a random sample of participants and non-participants
from the registers, cover a smaller cohort of participants, are limited to a certain
geographic section of the country, or discard many non-participants when they create a
“matched” comparison group. In Sweden, the ability to use administrative records to
match participants to non-participants from the same labor market likely improves the
quality of these evaluations. Such matching was impossible in US evaluations that used
large administrative datasets (Ashenfelter, 1978, for MDTA; Barnow, 1987, for CETA).
Other studies that make use of administrative data include Zweimuller and Winter-Ebmer
(1996) for Austria, Ridder (1986) for the Netherlands, and Bonnal et al. (1997) for France.
These latter two studies evaluate the effects of training in the context of event history
models of labor force dynamics (Flinn and Heckman, 1982).

Evaluations of employment and training programs in the United Kingdom generally use
existing general survey data. For example, the evaluations by Whitfield and Bourlakis
(1991) and O’Higgins (1994) use the first cohort of the England and Wales Youth Cohort
Study (YCS). This survey was administered in three successive years starting in May 1985
to persons who completed their compulsory education during the 1983-1984 academic
year.” A factor affecting the quality and precision of the estimates in these studies is
attrition from the sample. Among those in the first cohort of the YCS only 40% of the
original sample responded to all three “sweeps.” Similar attrition is reported in existing
survey data used in evaluations of the east German programs (Kraus et al., 1997). These
experiences underscore the problem of sample attrition when using survey data that does
not arise in administrative data obtained from national registers such as those used in the
Danish and Swedish studies.

Despite concerns about attrition and the quality of survey responses, an advantage of
these survey data is that they contain a much richer set of baseline characteristics on
participants and non-participants than is usually available from administrative daia
sources. For example the UK data contain detailed information on how well the respon-
dent had done in school, including the number of “O” and “A” levels obtained. In
addition, it is possible to obtain from both participants and non-participants detailed
information on training provided privately by employers. This type of information has
generally not been available to evaluators of US programs (but see Gritz, 1993; Heckman
and Roselius, 1994). Moreover, these data have enabled evaluators in the UK to look for
evidence of heterogeneity in training effects using a wide array of variables that usually
has not been available to US evaluators. Finally, these datasets contain local labor market
identifiers and as a result several studies have accounted for this variable in their analyses.

A third difference between European and US evaluations is the concentration of these
studies on youths. The studies for Austria, Denmark, and Sweden usually include both

* The studies by Main and Shelly are based on the comparable Scottish Young Peoples Surveys. The study by
Dolton et al. (1992) uses the third cohort of the YCS, which contains individuals who completed their compulsory
education during the 1985-1986 academic year.
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adults and youths, but nearly all the other studies summarized in Table 25 focus on youth
or very young adults. This difference in emphasis reflects policy concerns in Europe about
youth unemployment, as compared to policy concerns in the US about the economically
disadvantaged of all ages. An advantage of the youth focus of European evaluations is that
they provide an opportunity to assess the impact of public sector training interventions on
a much less disadvantaged population of youths than is possible in US evaluations.
However, surveying the results in the table provides no consistent indication whether
these interventions are more or less effective for youth, nor whether more disadvantaged
youth benefit more or less from these programs.

A fourth difference between European and US evaluations is that European evaluations
place much greater emphasis on measuring the impact of training on hourly wages. As
indicated above, this difference reflects the common use of administrative data in US
evaluations and the fact that these data almost never contain measures of wages or
hours worked. From the perspective of assessing the impact of active labor market policies
on human capital accumulation and worker productivity, the European studies potentially
shed more light on these questions than is possible in the US studies.

Turning to the estimated impacts presented in the table, we first observe that of the three
social experiments conducted in Europe, two tested the impact of employment services
along the lines of JSA offered in the United States. Both studies report results that are
consistent with those in the US, namely that despite their low costs, access to these
services significantly raises employment rates. In the Swedish experiment, unemployed
participants received an average of 7.5 h of additional job search assistance compared to
1.5 h received by the control group. Nine months later, the treatments’ employment rate
was 13 percentage points higher than that of the controls. In the British Restart experiment,
a random sample of individuals who had been unemployed for exactly 6 months were
assigned to a control group and excused from receiving the 15-25 min interview and
counselling session normally required at that time. By contrast, the treatments risked
losing their benefits if they failed to attend the interview or demonstrate that they were
available for work. Although they could voluntarily request such an interview, the controls
were allowed to wait until the next regularly scheduled interview after their twelfth month
of unemployment. After 1 year, those assigned to the control group had employment rates
that were 4 percentage points lower than those in the treatment group, and for males this
impact persisted for at least 5 years (Dolton and O’Neill, 1996b, 1997; Robinson, 1996).99
The one non-experimental evaluation of JISA was a study of Swedish displaced workers by
Engstrom et al. (1988), who found that these services had no significant impact on employ-
ment rates.

Among the evaluations summarized in Table 25, we do not observe any pattern that

“ The original sample contained 8925 persons of which 582 were assigned to a control group. Of the original
sample, 5200 persons completed the first 6 month followup survey, of which 323 were controls. Dolton and
O’Neilt (1996a) found no evidence that this attrition was correlated with a person’s experimental status. Dolton
and O’Neill matched these survey responses to administrative data (JUVOS) from the Employment Service.



Ch. 31: The Economics and Econometrics of Active Labor Market Programs 2079

leads us to conclude that any one active labor market policy consistently yields greater
employment impacts than any other. Instead, the European evaluations often reveal large
and statistically significant effects of any one of these policies on employment rates. This
finding is seen directly in the Irish study of Breen (1991), the Swedish study by Bjérklund
(1989), the UK studies by Main and Raffe (1983), Main (1985, 1991), Main and Shelly
(1990), and O’Higgins (1994), and indirectly in the Austrian study by Zweimuller and
Winter-Ebmer (1996), the French study by Bonnal et al. (1997), and the Dutch study by
Ridder (1986). As shown by the table, the estimated employment impacts exceed 10
percentage points in several of these studies.

At the same time, other studies such as the Danish and Norwegian evaluations, the
Swedish study by Harkman et al. (1996), and the UK studies by Dolton et al. (1992, 1994b)
report much smaller and sometimes even negative impacts of these programs on employ-
ment. Although the variability in the impact estimates among studies is reminiscent of the
experience with the US CETA evaluations, it is important to observe that these studies are
of different cohorts and in some cases of different programs.

Whereas it is common for European evaluations to report that training has significant
impact on employment rates, it is relatively uncommon for them to report the same for log
wages. In several studies, the point estimates of the impact of training are extremely large,
but they are not statistically significant. The largest statistically significant impact reported
in the table is by Bjorklund (1994) who finds that during the late 1970s labor market
training in Sweden may have raised hourly wages by 10%. At the same time, he is careful
to observe that this finding is sensitive to the econometric method used in the analysis.
Moreover, this finding raises the question posed above in Section 10.2 of whether it is
plausible that 17 weeks of CT — the standard in Sweden — could result in such a large
impact on a trainee’s wages. After all, during this period, the impact of a year of formal
schooling as measured by a conventional Mincerian wage equation was as low as 2%
{Harkman et al., 1996).

In light of this consideration, the other instance of an evaluation reporting a statistically
significant impact of training on log wages is more plausible. The Danish study found that
2—4 weeks of vocational classroom training raised the subsequent hourly wages of
unskilled male workers by approximately 1%. The point estimate for skilled males was
the same, but it was not statistically significant. The point estimates for females were
approximately equal to zero, but also not statistically significantly different from 1%. As
indicated above, the reason why this study could estimate these impacts so precisely,
especially for the males, is because the authors’ sample was extremely large.

Although, many of the point estimates of the impact of training on wages are positive,
there also are several studies that find either no or negative effects of training on wages.
Besides the Danish study referred to above, Whitfield and Bourlakis (1991) and Dolton et
al. (1994a) report similar findings for youth in the UK as do Ackum (1991) and Regner
(1996) in Sweden. In Sweden several studies also report that training has either no or
negative impacts on monthly earnings.

Accordingly, there is little compelling evidence that European active labor market
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policies have had a positive impact on participants’ wages. By contrast, we have already
observed that the case for positive employment effects from these policies is stronger,
although there is as yet no consensus on this question. Even if there were a compelling
consensus, the question remains whether these employment impacts correspond to an
increase in aggregate output or are offset to some extent by displacement of non-partici-
pants (Johnson, 1979). Because of the size of these programs as documented in Section 2,
because of the emphasis in many European countries on OJT, and because earnings gains
from these programs likely are generated through higher employment rates, cost-benefit
analyses based on the impact estimates presented in Table 25 probably overstate the net
social benefit derived from active labor market policies in Europe.

11. Conclusions

This chapter has examined the effectiveness of active labor market policies and the
methods used to evaluate their effectiveness. When these programs are effective they
make economically disadvantaged persons less poor, and modestly increase the probabil-
ity of employment among the unemployed. But the gains from existing programs are not
sufficiently large to lift many out of poverty nor to significantly reduce unemployment
rates. Further, because these gains, when they occur, appear to arise from increased
employment rates instead of wages, they likely overstate the human capital-enhancing
benefits of these policies. In Europe, especially, evidence that these programs also result in
the displacement of non-participants indicates that the net social benefits of active labor
market policies are substantially smaller than are indicated by the impacts from conven-
tional program evaluations.

The evidence we summarize also suggests that it is unlikely that even a substantial
increase in government-funded training services will significantly improve the skills in the
work force. As indicated above, this finding should not be surprising, because most of
these programs cost only a few thousand dollars or less per participant. Although European
programs often are more expensive, these costs include stipends paid to participants which
do not represent investments in human capital. To expect such programs to raise partici-
pants’ subsequent annual earnings by several thousand dollars would imply that these
social investments consistently have an extraordinary rate of return. A 10% rate of return is
high in this literature. Even granting it, a thousand dollars invested in a poor persen would
only raise annual earnings by $100 per year. A more realistic view of the returns to public-
sector-sponsored training would suggest that this type of impact requires an investment
that is more than an order of magnitude greater than what is currently being spent on low
income and dislocated workers {(Heckman et al., 1993).

A major focus of this chapter has been on the methodological fessons learned from 30
years of evaluation activity in the United States and their relevance for the conduct of
future evaluations. For brevity, we have left several important issues for discussion else-
where. In this chapter, we have focused on identifying mean outcomes and in particular the
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mean impact of treatment on the treated. Heckman and Smith (1998a) and Heckman et al.
(1997¢) discuss conditions for recovering distributions of impacts and present evidence on
the empirical importance of heterogeneity in impacts in assessing programs. They demon-
strate the value of knowing the distribution of program impacts in evaluating the modern
welfare state. Heckman et al. (1999) present evidence from the NJS data that persons act
on their idiosyncratic response to training, so that the theoretical possibility that we have
discussed in this essay is practically important for empirical work in evaluating programs.

We summarize the methodological lessons discussed in this chapter as follows: First, a
major development in the field of program evaluation is recognition of the multiplicity of
the parameters of interest in evaluating employment and training programs. This muiti-
plicity is a consequence of well-documented heterogeneity in the impact of even a single
training program. Recognition of this heterogeneity in response among participants and of
the possibility that agents participate in programs, at least in part, on the basis of their
idiosyncratic responses to them, fundamentally alters intuitions about, and formal proper-
ties of, standard econometric estimators. Different parameters require different identifying
assumptions, as we demonstrate in our discussion of the conditions for IV to identify
“treatment on the treated” rather than LATE in the presence of response heterogeneity.
When responses to treatment are heterogeneous, the case for using fixed effect or instru-
mental variables methods to estimate the parameters commonly sought in evaluation
analysis becomes much weaker. Even the case for social experiments has to be qualified
significantly if persons enroll in programs at least in part on the basis of their own
idiosyncratic response to traming.

A second major lesson that flows in part from the first is that the choice of an evaluation
method depends on the question being asked in the evaluation and on the economic model
generating participation and outcomes. Because both questions and models vary among
programs and economic environments, there is no “method of choice” for conducting
evaluations. This conclusion is at odds with segments of the current literature which treat
matching or, more commonly, fixed effects methods, difference-in-differences or IV as
cure-alls for selection problems. Proper choices among alternative experimental and non-
experimental methods should be dictated by the economics of the problem, their relevance
to the data in hand, and the evaluation question being addressed. The nature and range of
questions being asked by policy makers and researchers make it impossible for a rigor-
ously justified “consensus” to emerge about the proper choice of an estimator to evaluate a
social program that is valid in all contexts. All methods for evaluating social programs are
based on identifying assumptions that are difficult to test unless additional data about the
unobservables in a given study are collected.

There is no universally correct way to construct the counterfactuals needed to evaluaie
the training programs of the welfare state. Even social experiments are valid only under
special assumptions about behavior. We have discussed the interplay between theory,
data, and the questions being addressed in an evaluation and how each affects the choice
of an estimator. We also have shown that many widely used evaluation strategies — such as
choosing comparison groups to make participant and comparison group preprogram eari-
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ings histories as alike as possible — only “work” under certain conditions and under other
conditions may produce substantially misleading assessments of the program being eval-
uated.

A third major lesson is that evidence that different estimators produce different esti-
mates, while disappointing, does not necessarily indicate that non-experimental methods
fail to measure the appropriate counterfactual. Different estimators solve the selection
problem under different assumptions. Only if there is no selection problem and there is
no model misspecification problem would all estimators produce the same estimate, up to
sampling variation. Robustness studies that show that all methods produce the same
estimate only reveal that there is no selection bias.

A fourth major lesson follows from a reexamination of the evidence and issues raised in
LaLonde’s (1986) paper and Fraker and Maynard’s (1987) paper on evaluating non-
experimental evaluations. These papers concluded that “...policymakers should be
aware that available non-experimental evaluations of employment and training programs
may contain large and unknown biases resulting from specification errors” (Lal.onde,
1986, p. 617). Nevertheless, some people interpret this work as having proved that conven-
tional econometric program evaluation and model selection procedures are unreliable and
cannot be used to produce valid program evaluations. Advocates of social experiments
(e.g., Stormsdorfer et al., 1985) and advocates of the robust bounding and sensitivity
analyses we briefly survey in Section 7.8 routinely cite it in defense of their methods.

In this chapter, we have reexamined the inferences from this work by drawing on more
recent research of Heckman et al. (1996b, 1997a, 1998b). We find that once certain basic
principles of data quality are adhered to, selection bias, rigorously defined, is only a small
contributor to the bias from using non-experimental data that Lal.onde reports in his paper.
A far more important bias arises from comparing non-comparable people.

The sources of non-comparability in his study arise from (1) using different surveys or
data sources to measure the outcomes and background characteristics of participants and
comparison group members; (ii) using participants and comparison group members from
different local labor markets; and (iii) using individuals mismatched on personal charac-
teristics. Comparing comparable people goes a long way toward reducing the bias in non-
experimental methods reported by Lal.onde. This shifts the emphasis in program evalua-
tion away from specifying econometric methods for selection bias and toward more care-
ful construction and weighting of comparison groups. It suggests that in the future, non-
experimental comparison groups should be selected to balance the support of the regres-
sors in the comparison group to make it comparable to that in the treatment group. For
matching, classical selection bias estimators and non-parametric difference-in-differences
estimators, it suggests making the supports of the probability of selection, P(X), coincide
in the treatment and comparison groups. This principle should guide both data collection
efforts (where stratified sampling of non-participants may be useful) and the analysis of
existing datasets.

We also have shown that no econometric or statistical cure-all fixes the problem of
fundamentally bad data. Heckman et al. (1998b) demonstrate that econometric selection
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estimators and a non-parametric version of difference-in-differences “work™ reasonably
well for an averaged version of the treatment on the treated parameter when a good
comparison group is available. Even the bias from matching is not large. No non-experi-
mental method is particularly effective when a bad comparison group is all that is avail-
able. The solution to the evaluation problem lies in both the method and the data. The
literature on evaluating job training programs has focused largely on methods and not
issues of data, taking a passive approach to data collection.

A fifth lesson is that non-experimental evaluations are not necessarily significantly less
expensive than experimental evaluations. The low cost of previous non-experimental
evaluations resulted from reliance on existing data sources. The importance of high quality
data for constructing comparisen groups means that credible non-experimental evalua-
tions are likely to be expensive. Existing general survey data and administrative data,
which are inexpensively obtained, often contain either too few participants or non-patti-
cipants, or contain too little information on demographic characteristics or on labor force
dynamics. This information has been shown to be important for conducting better non-
experimental evaluations and is usually obtained only by collecting costly new survey
data. The high cost of previous social experiments results not from administering rando-
mization, but from data collection, careful documentation of the implementation of the
program, analysis, and dissemination of reports. These costs are not unique to social
experiments, but arise in any careful program evaluation.

A sixth major lesson that emerges from the recent literature is the advantage of using
non-parametric econometric methods for program evaluations. The non-parametric
approach instructs analysts to compare comparable people. Systematically applied, the
non-parametric approach avoids the use of potentially misleading functional forms in
constructing counterfactuals.

A seventh major lesson is a better understanding of the benefits and limitations of social
experiments. Under ideal conditions, experiments enable us to bypass the need to carefully
specify an econometric model or to determine which variables belong in the model. They
offer an easily explained procedure for estimating the impact of social programs. In
addition, they provide an important benchmark for learning about non-experimental
models. Further, even when the ideal conditions are violated, the experimental design
enables analysts to obtain a comparison group whose distribution of characteristics 1s
likely similar to those of individuals in the treatment group. Under less than ideal condi-
tions, analysts have to rely on non-experimental methods to estimate parameters of policy
interest, but can do so using a better quality comparison group than they could obtain from
existing data sources.

Even under ideal conditions, however, the means that can be constructed from a social
experiment cither by randomizing out people accepted into the program, or randomizing
eligibility, identify only a few of the many parameters that can be defined when responses
to treatment are heterogeneous, and which are of practical interest to policy makers and
social scientists seeking to evaluate active labor market policies. When analysts estimate
an evaluation parameter that is not the direct product of the experiment, they must rely on
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the same non-experimental methods discussed in Section 7 (Heckman, 1992; Ham and
Lal.onde, 1996).

The modern case for social experiments usually seeks to recover only one well-defined
parameter. This objective is in contrast to the older case that motivated the Negative
Income Tax experiments. The older case sought to conduct experiments to recover esti-
mates of the parameters of well-posed economic models that provide the basis for policy
analyses of hypothetical programs different from those evaluated by the experiment
producing the estimates. Samples generated under the new model for social experiments
produce evidence that does not accumulate in the same way as evidence accumulated
under the old model, because there i1s no common basis for comparing the “treatment
effects” from one experiment with those from another. Given the nature of the choice-
based, endogenously stratified sampling rules used to produce the data used in recent
social experiments, it is difficult to use these data to estimate policy-invariant structural
parameters that can be used to evaluate a wide variety of programs never previously
implemented. Social experiments produced from randomizing out people who applied
and were accepted into the program produce knowledge that does not accumulate within
the context of economic models unless elaborate non-experimental methods are used to
correct for endogenous stratification.

We also have presented evidence on how experiments work in practice. Nearly all social
experiments operate in a less than ideal environment and as a result often produce esti-
mates that are not easily interpreted. They are much less effective in evaluating ongoing
programs, as illustrated by our discussion of the National JTPA study, than they are in
evaluating a new program never previously put in place and for which there are no good
substitutes, such as the National Supported Work Demonstration. We draw on the work of
Heckman et al. (1998a), who provide evidence that when persons randomized out of the
program can find close substitutes for it, the parameter obtained from an experiment differs
substantially from the parameter of interest to program evaluators and policy analysts.

An eighth major lesson is that when programs are implemented on a large scale, they
may change the prices and opportunities facing everyone in the population. The micro-
economic treatment effect literature ignores the effects of programs on the interactions
among agents. A convincing evaluation requires embedding the treatment effect frame-
work in a social setting. Drawing on the research ef Heckman et al. (1998e) and Davidson
and Woodbury (1993), we demonstrate that displacement and general equilibrium effects
may be sizeable. The lessons from the treatment effect literature that ignores social inter-
actions can be quite misleading. The challenge in estimating these general equilibrium
effects is the challenge of estimating credible general equilibrium models. However,
unless the challenge is met, or the social interactions are documented to be unimportant,
the output of micro treatment effect evaluations will provide poor guides to public policy.

We conclude this chapter with our recommendations for conducting evaluations based
on our best current knowledge. They are: (1) carefully define the parameter of interest;
different parameters require different identifying assumptions; (2) compare comparable
people; (3) using better data in modeling participation decisions and labor market
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outcomes helps a lot. In particular, it is important to measure outcome variables in the
same way for participants and non-participants and to draw the treatment and comparison
groups from the same local labor markets. In addition, recent evidence suggests that labor
force status dynamics represent an important determinant of participation in job training
programs; (4) there is no universally “correct” experimental or non-experimental estima-
tor that applies in all contexts. The overwhelming reliance on IV, fixed effects or differ-
ence-in-differences and matching estimators in recent research lacks theoretical and
empirical justification. In Lalonde’s (1986) study, fixed effect estimators produced the
most unstable estimates. Evaluators should use economic theory, the available data and
prior information to guide the choice of non-experimental estimators, carefully state the
conditions under which counterfactual states are generated, and defend their plausibility;
(5) expect different estimators to produce different estimates unless there is no selection
problem; (6) use experimental methods when possible in evaluating demonstrations of
employment and training strategies whose services are not available elsewhere in the
community, but collect enough data to test the identifying assumptions that justify experi-
ments. When an experimental design is used to evaluate an ongoing program, analysts
should be prepared to use non-experimental methods to answer many important policy
questions; (7) the validity of partial equilibrinm, microeconomic approaches needs to be
confirmed. The estimates from the micro economic treatment effect literature may be very
misleading. A more satisfactory approach accounts for the impact of a policy on the
interactions of agents in a market economy.
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